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1. Introduction

Deep learning on restricted healthcare data: potential and challenges
Scope of the thesis

Objectives

Thesis structure and content

1.1 Deeplearningonrestricted healthcare data: potential and challenges

Cancer: The modern health crisis

Cancer is one of the most prevalent and devastating diseases worldwide, affecting millions of
people each year. According to the World Health Organization (WHO), cancer is the second leading
cause of death globally, accounting for nearly one in six deaths [1]. From a terminology standpoint,
cancer refers to a cluster of diseases characterized by an unregulated growth and spread of abnor-
mal cells. Due to its complexity, managing cancer involves a multidisciplinary approach that includes
prevention, early detection, effective diagnosis, treatment and palliative care, each aspect playing a
significant role in obtaining favorable patient outcomes and quality of life.

Amidst many unknowns that we nowadays face in the fight with cancer, prevention has been
shown to play a crucial role in reducing its incidence. Daily habits such as regular physical activity, a
healthy diet based on fruits and vegetables, avoidance of smoking and excessive alcohol consumption
were all associated with a reduced likelihood of developing cancer. However, other risk factors such
as inheritance of genetic variations that create predispositions to developing certain types of cancer
remains uncontrollable[2].

Nevertheless, timely detection of cancer is essential for maximizing the chances of a favorable
outcome. This is typically done through regular screening, allowing for an early stage diagnosis that
boosts the treatment effectiveness[3]. Diagnostic procedures often include a combination of imag-
ing, laboratory tests, biopsies, and histopathological examinations. Advanced imaging techniques
like MRI, CT, and PET scans provide detailed visualizations of tumors, which are essential for staging
and treatment planning. However, biopsies remain the goal standard in confirming the presence and
type of cancer. Nonetheless, the advent of molecular diagnostics has revolutionized cancer diagno-
sis, allowing for the identification of specific genetic mutations and molecular markers. This precision
medicine approach enables the customization of treatment plans based on the unique characteristics
of an individual's cancer, enhancing the effectiveness of therapies and minimizing adverse effects.

Cancer treatment encompasses various modalities, each tailored to the type, stage, and location
of the cancer, as well as the patient's overall health and preferences. The primary treatment options
include surgery, radiation therapy, chemotherapy, immunotherapy, and targeted therapy.

Palliative care is an integral component of cancer management, focusing on improving the qual-
ity of life for patients with advanced cancer. It addresses physical symptoms like pain, nausea, and
fatigue, as well as emotional, social, and spiritual needs. Palliative care can be provided alongside
curative treatments, ensuring comprehensive support for patients and their families throughout the

cancer journey.



Effective cancer management requires a multidisciplinary team of healthcare professionals, in-
cluding oncologists, surgeons, radiologists, pathologists, nurses, and supportive care specialists. This
collaborative approach ensures that all aspects of patient care are addressed, from diagnosis through
treatment and beyond, providing a holistic and personalized treatment plan.

Deep learning in medicine

Over the past decades, outstanding technological advancements have remodeled the landscape
of medical practices, placing the healthcare industry in a transformative phase. The exponential in-
crease in computational power and data storage capacity has led to many innovative ideas that cur-
rently represent building blocks for delivering superior healthcare services. This is well reflected in
patient outcomes, therefore playing, along with other factors, a significant role in maintaining a pos-
itive trend in the life expectancy’s global average [1].

For instance, medical imaging, that became routinely employed in clinical practices, plays a major
role in every aspect of health, significantly contributing to accurate diagnosis, treatment planning,
delivery and follow-up [4]. Bruls and Kwee [5] investigated the number of imaging studies performed
during on-call hours between 2006 and 2020, reporting a dramatic increase: the absolute number of
X-rays (XR), ultrasounds (US) and computed tomographies (CT) performed within a month increased
from 1105 to 1805 (63%), 36 to 118 (227%) and from 112 to 817 (629%) respectively. However, while
incontestable benefits come from the intensive usage of imaging in clinical practices, radiologists
nowadays experience an enormous workload, being required to interpret the scans and deliver a
report to the referring clinician in a timely matter [5, 6].

In the same time, artificial intelligence (Al) has met an outstanding growth by enjoying a huge
amount of attention from the scientific community. Due to its potential in modeling non-linear com-
plex concepts, its feasibility spans across various domains, enabling a large scale of applications that
were previously deemed as unapproachable. Therefore, integration of Al technologies in the health-
care industry is currently broadly explored, holding many promises in optimizing clinical workflows,
and thus, improving patient care. Consequently, many deep learning (DL) based solutions have been
proposed to solving various types of clinical problems, including regression, classification, segmen-
tation and image generation [7, 8].

Deep learning based computer-aided diagnosis (DL-CAD) systems are designed to support care-
givers in efficiently diagnosing patients based on a certain data type or modality, while upholding
reasonable workload levels. Therefore, integration of Al in healthcare could bridge the gaps existent
in current clinical practices, supporting caregivers in delivering the best possible services, improving
diagnosis accuracy and therefore, patient outcomes. While a difference in opinions was observed
at clinicians across various levels of experience [9, 10, 11], adoption of DL-CAD systems in clinical
routines could potentially lead to a streamlined approach, advantageous for clinicians across various
seniority levels and their patients.

Nevertheless, from a development standpoint, all machine learning algorithms heavily rely on
sufficient, qualitative and complete data to produce reliable outputs. The training paradigm of such
algorithms could be roughly classified into supervised and unsupervised learning. In the unsuper-
vised setting, the modeling mainly refers to grouping training samples based on their similarities
into a predefined number of clusters. Further, when the model is presented with a new case, it will
assign in to a certain training group, thus indicating the appartenance to a specific class. However,
the supervised learning paradigm have been established as the preferred methodology in training
neural networks. In this setting, input-output pairs are leveraged to steer the optimization, follow-
ing a trial and error framework: the model is iteratively trained by propagating the partial derivatives
of an error signal through the network, thus optimizing it to perform a certain prediction task. By
generally exhibiting better performance, the latter learning paradigm is widely employed in practice,
especially when large scale labeled datasets are accessible.

However, a reliable supervised learning setting depends upon a series of requirements:



O Data sufficiency. The same modeling capacity that established deep learning algorithms as
state of the art solutions to solving complex problems are making them susceptible to poor
knowledge generalization on unseen samples when provided with insufficient training data (a
phenomenon broadly referred to as “overfitting”).

O Label accuracy. DL models are designed to capture patterns in the data and further leverage
them to predict the outcome in accordance to the corresponding labels: Therefore, accurate
annotations are essential to a reliable training process, and thus, to obtaining a robust and
accurate model.

B Data completeness. The set of input features provided to the model should possess sufficient
predictive capacity w.r.t. the label.

O Dataquality. Samples affected by noise or artifacts should be excluded from the training database
since they could prevent the model from reaching an optimal state.

Challenges in developing Al based solutions for healthcare

Despite the incontestable potential held by Al in providing solutions to overcoming emerging
problems in healthcare industry, product development in this area is often hindered by a set of ob-
stacles.

To begin with, while biomedical data is abundant its circulation is restricted due to ethical princi-
ples stemming from patient privacy infringement concerns [12, 4]. Constraints imposed by General
Data Protection and Regulations (GDPR) in Europe and Health Insurance Portability and Accountabil-
ity Act (HIPAA) in the US drastically restrict the access to biomedical data in order to protect patient’s
confidentiality. Although being fundamentally correct, these constraints are significantly obstructing
the path of Al based innovations that could markedly improve clinical practices, eventually leading to
an improved health care system. In order to use patient data for research and product development
purposes, an informed consent must be obtained. However, an eventual permission only concerns
the initial purposes, which prevents any further usage or exploration in subsequent developments.
Consequently, the data sufficiency requirement for robustly training DL models is seriously affected
due to difficulties in setting up large scale datasets, which should nowadays be rather prospectively
collected to meet the privacy related constraints.

Secondly, the supervised learning paradigm heavily relies on accurate and qualitative annotations
toreliably steer the optimization process to an optimal point. However, from one use-case to another,
data annotation might require a high expertise level, thus being exclusively attainable by health care
practitioners [13]. Given the already mentioned increased workload experienced by domain experts
[5, 6], the prospective creation of labels for a sufficiently large dataset is rather unfeasible, requir-
ing an extra allocated time that might not be possessed nowadays by caregivers. Nevertheless, in
relatively simpler use-cases, non-proffesionel annotators could be trained in labeling data, thus al-
lowing technological stakeholders to set up input-output training pairs based on the raw data avail-
able. Noteworthy, annotations made by non-expert personnel hold a relatively increased risk of error,
potentially hindering the model training process.

Thirdly, in spite of recent improvements in data storage capacities, cloud services, and adoption
of Electronic Health Records (EHRs) systems in many hospitals, sharing patient data across vari-
ous healthcare providers is currently obstructed by the lack of a clear set of exchange standards and
interoperability solutions. As a consequence, since patients might have encounters at different insti-
tutions for the same underlying disease, longitudinal data acquisition often suffer from incomplete-
ness, preventing the usage of a complete patient pathway landscape in developing machine learning
based solutions for certain use-cases. Therefore, the sparsity in EHRs storage currently represents
a blocker in gathering coherent longitudinal data, obstructing developments that could have an out-
standing potential impact on patient care.



Lastly, DL algorithms tend to be overconfidentin their predictions, potentially leading to providing
unreliable outputs when possessing insufficient expertise. Due to their relative increased complexity,
deep learning algorithms are often deemed as black-boxes, raising skepticism around their adoption
in clinical routines. Indisputable, many clinicians along with their patients are being reluctant in fol-
lowing suggestions coming from an abstract source without a proper understanding of the underlying
reasoning processes. Consequently, the inherent lack of transparency manifested by deep learning
solutions prevents them from being widely embraced in clinical practices.

State of the art solutions to overcoming healthcare specific challenges

As aresponse to the aforementioned challenges, technological stakeholders have proposed sev-
eral solutions to address various aspects of the health care reform, including (1) anonymization,
decentralized learning [14], training on encrypted data [15, 16, 17, 12] and synthetic data gener-
ation to address data scarcity issues, (2) unsupervised, semi-supervised and self-supervised learn-
ing paradigms to address the labeling related challenges, and (3), feature importance estimation and
uncertainty quantification to increase trustworthiness.

Synthetic data generation (SGD) has been widely explored as an alternative or adjacent solution
to gathering large scale medical datasets. The idea of fabricating virtual data to support technologi-
cal developments in healthcare has an outstanding potential due to its privacy preserving properties.
Therefore, many strategies have been proposed to address the trade-off between privacy and us-
ability, roughly categorized into partially, fully and hybrid synthetic methods [18, 19, 20]. Partially
synthetic data generation concept (highly related with non-perturbative anonymization methods)
refers to only fabricating patientidentifiable features while preserving the non-sensitive information,
thus maximizing the usability of synthetically generated samples. On the contrary, fully synthetic
data generation emphasizes more on the privacy-preserving properties while trading off a certain
amount of practicability. Consequently, hybrid data generation aims at finding an optimal compro-
mise between data usability and privacy preservation properties, combining real information with
purely fabricated entities.

Self-supervision is currently one of the most employed techniques in handling partially labeled
datasets. Initially proposed for natural language processing (NLP) problems where text data is abun-
dant but typically lacks annotations [21], self-supervised learning paradigm has been widely em-
braced in healthcare technological developments due to its outstanding potential in substantially
increasing the number of usable training samples required by Al algorithms to reach a reliable gen-
eralization power. The overall idea of this approach is to use unlabeled data in learning useful rep-
resentations that can be repurposed afterwards to solve specific biomedical tasks based on the rel-
atively reduced portion of annotated samples. Typically, self-supervision is jointly used with knowl-
edge transfer techniques [13]: firstly, rich latent representations are achieved by employing surro-
gate problems, often referred to as pretext tasks, where ground truth information could be either
inferred or synthesized from the unlabeled inputs; further, the main learning episode employs the
self-supervised based pre-trained models as initial checkpoints, thus starting the optimization from
an advantageous point. However, in some scenarios self-supervision is often sufficient to reaching
the final solution, thus not requiring any additional fine-tuning steps. For instance, image completion
(also known as inpainting) could be trained by randomly removing patches from the input and em-
ploying convolutional neural network in restoring the information in a semantically consistent way
[22, 23].

However, while the aforementioned approaches could act as enablers to embedding Al in clinical
practices, areliable and transparent setting must be ensured to increase the confidence of caregivers
and their patients in such solutions. Widely referred to as black boxes, deep learning models needed
mechanisms that, besides providing ways of interpreting their reasoning processes, identify cases
where their predictions might be error-prone. Therefore, various methods have been proposed to
address these requirements.

In contrast to classical machine learning approaches, DL algorithms manifest an inherent lack of



transparency stemming from their complexity. To elucidate how neural networks capture and use
patterns in the data to infer certain outcomes several approaches have been proposed [24, 25, 26,
27, 28], mainly aiming at assigning relative importance scores to each input feature with respect
to the final prediction. For instance, Lundberg et. al. [27] proposed a method to rank model in-
puts based on their contribution to the output by estimating Shapely values. Originating from the
game theory, Shap analysis was initially designed to split a reward across players based in their rel-
ative contribution to the outcome. From a deep learning perspective, the set of input features are
deemed as players while the model prediction represents the reward, thus enabling the computation
of a relative importance score for each predictor. Moreover, the Shap analysis can be employed in
providing either cohort-level or instance-level explanations. The overall analysis is highly suitable
for model evaluation and characterization, allowing developers and domain experts to early identify
and fix potential malfunctions in a pre-deployment phase, significantly increasing the system trust-
worthiness. Equally important, instance level explanations could accompany predictions in real time,
allowing caregivers to efficiently validate or disregard model’s reasoning.

Ultimately, several approaches have been proposed as safe-guards, preventing neural networks
from making predictions when possessing insufficient expertise. Since deep learning algorithms
heavily rely on the datasets employed in their training, predictions made on new cases underrep-
resented in their underlying training distribution are rather uncertain. Therefore, mechanisms for
allowing neural networks to provide an "I don't know" response rather than attempting to infer are
tremendously important in creating a trustworthy setting, preventing potential disastrous conse-
quences to patients well being. Many efficient approaches have been proposed to fulfill this require-
ments [29, 30, 31, 32], roughly categorized into probabilistic and ensemble based methods. For
instance, in addition to providing state of the art solutions in many clinical applications [33], model
ensembles [34], by design, can also provide uncertainty estimations by quantifying the level of agree-
ment across various model instances, at the cost of increasing the computational overhead. Overall,
incorporating such mechanisms in all DL based solutions significantly ameliorate safety related con-
cerns, leading to an overall reliable and trustworthy system that holds many promises in improving
patient care.

1.2 Scope of the thesis

This PhD thesis is aimed at studying how challenges currently faced in developing DL based so-
lutions for the Healthcare industry can be addressed by employing a series of techniques proposed
in literature. Despite the outstanding potential of Al in solving various problems to enhance current
clinical practices, its immediate adoption is hindered by a set of obstacles stemming from data qual-
ity and completeness, annotations availability and the inherent lack of transparency. Therefore, we
herein investigate how techniques such self-supervision, synthetic data generation, feature impor-
tance assignation and uncertainty quantification could bridge these gaps and enable developments
on a set of clinically relevant use-cases. Due to their ability in modeling non-linear complex con-
cepts, trustworthy deep neural networks could significantly reduce the clinical work burden while
improving diagnosis accuracy, ultimately leading to superior patient outcomes. Therefore, enabling
explorations in this area is essential to support the transformation of Healthcare to a new era, where
recent technological are wisely put on patients service.

1.3 Objectives
Specifically, the following objectives were pursued throughout the thesis:

O Improve registration accuracy in a guidance system by employing a self-supervised learning
approach to train DL models in medical image extrapolation.



— Develop a framework to simulate thin slabs acquisitions from CT volumes, thus to create
input-output pairs for supervised training.

- Produce appropriate datasets to resolve (1) an asymmetric and (2) a symmetric extrapo-
lation problems.

- Employ a generative adversarial framework in training a deep learning model to extrapo-
late simulated intra-operative CTs.

O Develop a prostate cancer (PCa) patient stratification method based on synthetic longitudinal
electronic health records (EHR).

- Define workups for PCa diagnosis, treatment and follow-up.

- Collect various statistical properties from literature or derive them from the limited avail-
able real data to ensure coherence.

- Build a synthetic data generator that can produce reliable and realistic longitudinal elec-
tronic health records.

- Study the feasibility of training a TNM staging prediction network on the synthetically
generated patient data.

O Employ featureimportance techniques and uncertainty quantification the enhance transparency
and reliability of neural networks.

- Develop amodel to enhance prediction accuracy of a state of the art malignancy detection
DL-CAD system by associating clinical and demographics information.

- Develop a model to classify non small cell lung cancer (NSCLC) into its sub-types, namely
lung adenocarcinoma (LUAD) and squamous cell carcinoma (LUSC), based on the muta-
tional status of a sparse set of genes.

- Perform a post hoc feature importance analysis to boost explainability and interpretability
of the two aforementioned DL models.

- Investigate how uncertainty estimations could identify samples where the NSCLC sub-
type classification model is error-prone, increasing its reliability.

1.4 Thesis structure and content

This thesis is structured as follows: Chapter 2 stresses the importance of self-supervision by pre-
senting an approach to train generative adversarial neural networks in extrapolating thin CT volumes,
symmetrically and asymmetrically. Exclusively enabled by the self-supervised learning paradigm, our
method significantly improved the accuracy of a subsequent registration phase, leading to a superior
robustness of the entire pipeline. Chapter 3 presents a systematic methodology to generate realistic
synthetic electronic health records. Being free of any privacy concerns, our synthetically generated
data do not carry any circulatory restrictions, hence being suitable for developing Al based solutions
for various needs in prostate cancer management. We exemplified this by training a neural network
in assigning a TNM stage for the patients based on the longitudinal information randomized in their
EHRs. Steps towards creating trustworthy Al are presented in chapter 4, where we boost the trans-
parency of two deep learning models specialized in (1) clinically significant prostate cancer identifi-
cation based on biparametric MRI images and additional clinical and/or demographics parameters,
and (2) classifying NSCLC into its sub-types based on patients genomics profiles. Explainability, in-
terpretability and uncertainty quantification techniques are employed in increasing models reliability
and trustworthiness. Lastly, final conclusions and future directions of this work are drawn in chapter
5, summarizing all the findings presented throughout the thesis and their potential impact on paving
the path of Al in Healthcare.



2. Self supervised learning for medical image ex-
trapolation and registration

Introduction

Thin CT extrapolation for liver needle therapies
Asymmetric extrapolation

Symmetric extrapolation

Conclusions

Discussion

2.1 Introduction

The recent developments in Machine Learning (ML) algorithms have released an outstanding po-
tential in crafting useful solutions to support processes in the heath care industry, aimed atimproving
patient outcomes, reducing the workload of clinicians and optimizing costs [4]. For instance, radiol-
ogists are nowadays highly susceptible to making errors [35] since they experience an enormous
workload, the mean image reading time requirements currently being 3.5 seconds [6]. Therefore,
artificial intelligence based solutions could reliably be employed in automating this process, hence
reducing time and financial costs while making the entire process less error-prone.

Among all learning paradigms, the most established one remains the supervised approach where
input-output annotations pairs are iteratively used in guiding algorithms to model features and cor-
relations within the data. Training is performed by minimizing the error produced by the model based
on a set of inputs at certain iteration w.r.t. the corresponding ground-truth annotation.

However, oftentimes in practice gathering large scale datasets with qualitative annotations is ex-
tremely difficult due to complexity, costs and time related reasons. From one use-case to another,
labeling data may require certain levels of expertise and domain know-how, thus urging for trained
annotators or clinical experts [13]. The inherent complexity in annotating large datasets often pre-
vents the scientific community from disposing of sufficient data samples to reliably develop machine
learning based solution to solve various clinical challenges, significantly restricting potential benefits
for clinicians and their patients.

Due to the great potential held by machine learning algorithms in health care, scientific commu-
nity proposed a series of methods to overcoming the aforementioned challenges. Among all, the
self-supervised learning paradigm was suggested to produce meaningful representations of unla-
beled data[13] that can be repurposed afterwards to train neural networks in performing relevant
tasks based on a limited amount of annotated data, through fine-tuning. It was initially designed to
handle natural language processing (NLP) problems [21], where the text data is abundant but usually
lacks of labeling and structure . Due to the outstanding impact of self-supervision in the NLP area, a
lot of interest emerged for this technique to be adapted in computer vision field.

Image inpainting (also known as image interpolation), and image outpainting (also referred to as
image extrapolation) represent examples of the self-prediction strategy. In this chapter we demon-
strate the benefits of this approach by presenting a self-supervised learning method to extrapolate



simulated thin volumes that mimic intra-operative CT (iCT) acquisitions for an improved registration
to the high resolution pre-operative volumes. For this particular use-case, a classical supervised ap-
proach is not an option since, by its nature, the ground-truth information could not be established.

This chapter is organized as follows: Section 2.2 presents an introduction of the use-case fol-
lowed throughout this chapter addressed by means of self-supervision, which is the essential com-
ponent to which this use-case became addressable. Sections 2.3 and 2.4 present and compare two
different extrapolation approaches, where volumes are asymmetrically, or symmetrically outpainted,
respectively. Conclusions on the current work are drawn in section 2.5 while limitations and future
outlook are discussed in section 2.6.

2.2 Thin CT extrapolation for liver needle therapies’

Over the past years, the use of medical imaging in computer aided interventions has become more
and more popular, supporting clinicians in their workflow and thus reducing the procedural associated
risks [37].

This chapter is focused on increasing the trustworthiness of liver needle therapies such as Ra-
diofrequency Ablation (RFA) or biopsy, where real time imaging plays a main role in guiding the in-
tervention confidently. Although it is well known that there is a trade-off between radiation dose,
acquisition time and image quality, during such surgical interventions all procedures must be carried
out as quickly and accurately as possible. A possible solution to this problem is to intraoperatively
acquire thin images-that provide low - resolution visualizations of a small liver region - and register
them with complete high resolution preoperative images [38].

Registration is a technique used to align two images with respect to the patient's internal struc-
tures. Formally, having a reference and a template image R, T : R? — R, registration objective is to
find a transformation ¢ : R? — R such that R ~ T o ¢ [39]. Therefore, registration techniques are
employed to retrieve high resolution preoperative information such as lesion location and appearance
and aggregate it with the thin intraoperative images revealing the real-time needle localization, thus
increasing navigation confidence. Based on the operands, there are multiple types of registration in-
cluding slice-to-volume, projection-to-volume, volume-to-volume, etc. [40]. Herein we focus on the
latter, aiming to boost the performance of two Computer Tomograph (CT) volumes rigid registration.
Two volumes can be registered using a feature-based approach, an intensity-based approach or a
combination of the two techniques. In feature-based registration, a set of corresponding features
(e.g., landmarks, center of mass, etc.) are used to compute the transformation ¢ to register a vol-
ume (called the moving or template volume, T') to the space of the other volume (fixed or reference
volume, R) [41]. The intensity-based approach can be formulated as an optimization problem, seek-
ing the best set of parameters for the transformation ¢ to minimize a predefined distance measure:
argminy[D(R,T o ¢)] [39, 42]. However, this approach is not robust due to the potential pres-
ence of local minimums caused by image artifacts and sub-optimal distance metrics. Combinations
of the two approaches might be used to improve registration accuracy and robustness (e.g., using
intensity-based registration as a refinement step for the feature-based registration).

To the best of our knowledge, registration of thin images has been overlooked so far. Since all
the registration techniques are highly dependent on the amount of mutual information (common
data presented by both images from different perspectives), analysis of thin images is very chal-
lenging due to their reduced field of view (FOV). However, during surgeries low-resolution thin CT
slabs are acquired to mitigate the patient's exposure risk. In this context, despite performing an ini-
tial alignment based on center of mass or geometric center, intensity-based registration is prone to
failure given to the distinct fields of view of the operands. To reliably retrieve the corresponding high
resolution preoperative data, a feature-based approach must be considered. However landmark de-
tection algorithms might also be affected by the thin volume quality thus yielding a poor registration

"This section describes experiments done in [36], which represents previously published work of the author, under the
PhD research program.
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performance.

We therefore propose a method to extrapolate thin CT slabs, generating additional slices from the
few existing ones, hence providing enhanced context information required by registration algorithms
to work robustly.

Generative adversarial networks (GANs) [43] are a state of the art method for solving tasks such
as synthetic image generation [44, 45, 46], segmentation [47], super-resolution [48], denoising
[49, 50], style-transfer [51, 52] and inpainting [22, 23].

Image interpolation, also known as image completion or inpainting [53], aims at filling missing
regions within an image with coherent and realistic content based on the surrounding information.
Thus, in image interpolation, the field of view is well defined. In contrast, image extrapolation [54,
55, 56] is a more challenging task since the field of view has to be extended by hallucinating coherent
and realistic content outside the boundaries of the existing information.

In this chapter, we introduce an extrapolation methodology based on a generator network which
increases the field of view of thin intraoperative CT volumes, and improves the accuracy and robust-
ness of a subsequent registration process. To prove the efficiency of the proposed method we focus
on the liver area and assume that a thin acquisition would have a thickness of approximately 5 cm.
However, this can be easily adjusted for other thicknesses or use-cases.

2.3 Asymmetric extrapolation’

The first option we explored was an asymmetric extrapolation approach aiming at reconstructing
the entire liver field of view based on the thin slab, regardless to the structures it is displaying (e.g. the
gallbladder area which is located just beneath the liver). Therefore, in the context of guiding invasive
interventions extrapolated images always display complete visualizations of the surgical field, thus
making the subsequent registration step mostly rely on that specific area of interest. Depending
on the surgical site, this property might be beneficial in terms of minimizing possible artifacts (e.g.
motion, which is more prominent in lungs or bowel as compared to liver). However, extrapolating
volumes asymmetrically yields a set of challenges that must be addressed for usability reasons while
increasing the algorithm complexity.

First of all, the problem difficulty can be formulated as a function of the distance between areas to
be extrapolated and the actual information area.Figure 2.1 shows three candidate examples of syn-
thesized thin slabs, each depicting different areas of the liver, which is fully visible in the last column
(ground-truth for extrapolation). In the second image, the thin slice is centrally localized within the
liver bounding box, in which case the extrapolation problem is rather symmetrical - same amount of
information must be synthetically generated in each direction. On the contrary, images 1 and 3 show
extreme cases, where the location of thin are exactly at the liver's top, or the bottom. In this case the
problem becomes more difficult, since it should produce synthetic information relatively away from
the existing one.

Therefore, extrapolation problem difficulty increases with the distance between pixels or voxels
being regressed at some location and the actual information area. In figure 2.1 those distances are
qualitatively explained by the lengths of the red arrows. For instance, in the first scenario (left) re-
gressing intensities of pixels representing the liver's top is relatively more difficult than it is in the
second scenario (mid-left).

Moreover, when employing convolutional neural networks (CNNs) in performing extrapolation
their feasibility is conditioned by choosing the right architecture of each specific problem. Particu-
larly, encoder’s receptive field of view at the bottleneck must be large enough to capture sufficient
real information for all areas that need to be synthetically filled. This issue becomes even more pro-
nounced in the inference phase, where one might prefer to employ the model in extrapolating higher
resolution volumes.

“This section describes experiments done in [36], which represents previously published work of the author, under the
PhD research program.
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Figure 2.1: Asymmetric extrapolation scenarios. The first three columns show possible candidates
for the thin slab while the last column display the full liver's field of view.

Secondly, in real world applications thin slab’s relative position in the liver's grid is not available
(e.g. black areas in the first three columns of figure 2.1). Therefore, although this information can be
calculated and/or randomized at training time in a self-supervised setting, at inference time it is im-
possible to establish the extent of extrapolation before feeding the thin slab to the network. Possible
approaches to overcome this limitations exist, but at the cost of increasing the pipeline complexity
through addition of extra processing steps.

In this section we propose a self-supervised generative-adversarial approach to increase the
thin slab'’s field of view by means of extrapolation, of which extent is only specified at training time
through a conditional discriminator. Moreover, to infer the metadata of extrapolated volumes we
employ an extra-registration step allowing us compute their spatial information.

2.3.1 Methods

In this section we introduce a self-supervised approach for extrapolating axial slices, thus en-
hancing the context information required by the registration algorithms to obtain a good alignment.
Due to the lack of real intraoperative data, we synthesize thin images by extracting approximately 5
cm thick sub-regions (see Section 2.3.1.1) from full CT field of views.

As depicted in Figure 2.2, given a CT volume f : R — R we first use an uniform distribution to
build a binary mask m : R? — {0, 1} to randomly remove 75% of the information through a voxel-
wise multiplication, thus yielding an image ¢ : R? — R. We further refer to this image as the grid
image, which is defining the extrapolation extent. Next, we simulate a thin acquisition ¢ : RY — R by
extracting a region of interest (ROI) out of the grid image and then employ a deep neural network to
restore the missing information, thus extrapolating the thin slab across z direction.

2.3.1.1 Dataset

The dataset consisted of 1400 high resolution CT images, each of which provided a complete
visualization of the liver. Furthermore, from each of these images we only considered an ROI deter-
mined by the liver bounding box with respect to the z axis (further, we refer to this as the full image).
To generalize the model, we stochastically set the thickness of the full image to the height of the
liver bounding box, adding +25 mm in each direction. All these images have a constant resolution
of 512 x 512 in the x-y plane, with a voxel spacing of 0.8 mm, while the mean resolution for the
z-axis is of 179.2 voxels (ranging from 24 to 796, with a mean voxel spacing of 1.49 mm). All the
images were resampled to a spacing of [3,3,1.5] mm. Further, to create an isotropic grid of size 128
x 128 x 128 voxels, either padding or cropping was performed. To avoid numerical instability and
arithmetic overflow when computing the variance, we normalized our data using the Welford's online
algorithm [57].

The data were employed to develop a self-supervised learning framework, automatically creating
input-output pairs from the ground-truth images: at training time, a quarter of the full volume FOV
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was randomly extracted simulating an intraoperative volume of varying thickness. Further, a deep
neural network was employed when reconstructing the original volume, thus extrapolating the thin
slab across the z-axis.

We randomly split the data into a training set representing 80% of the data and a testing set
representing the remaining 20% of the data. Additionally, we used 100 CT pairs for quantifying the
registration performance.

2.3.1.2 Proposed Method

We trained our extrapolation network (also referred to as generator) within an adversarial frame-
work, optimizing it to “fool” another neural network (called critic or discriminator) regarding the au-
thenticity of generated samples.

The generator network first performed a repetition of the thin slab across the z-axis, increasing
the thickness of the input with a factor of four, thus defining the target FOV of the extrapolated
image. This repetition adapts the encoder’s feature maps to the decoder’'s dimensions such that
we can take advantage of the long term skip connections propagating the information through the
network. Moreover, this strategy is beneficial in terms of expanding the receptive field of view at the
bottleneck, thus using the limited amount of real information efficiently. The rest of the generator
is a variation of U-net, where each block consists of a sequence of convolution, activation function
and instance normalization layers [58]. In the encoder part, downsampling was performed using 2-
strided convolutions, until a receptive field of view of 255 x 255 x 255 voxels was obtained at the
bottleneck. Nonlinearities are provided by LeakyRelLU activations, while the decoder employs ReLUs.
Upsampling was performed through interpolation layers followed by 1-strided convolutions.

We used similar blocks as in the generator to create a patch-discriminator [59] conditioned on the
grid image (Figure 2.2—yg), which, besides the image to be discriminated, was provided as an input.
This image helped the critic to penalize the generator in regards to finding the right extrapolation
extent. Instead of outputting a single value, the critic outputs a 8 x 8 x 8 feature-map on which
each element discriminates 31 x 31 x 31 voxels patches in the input.

Optimization Strategy

We trained the critic to distinguish between fake (é) and real samples (f), thus maximizing the
Wasserstein distance between the real (P,) and fake (P,) data distribution [60]:

Leritic = Benrp,[D(€,9)] = Ef~p,[D(f,9)] + ABer.[(|| Ve (D(€, 9)ll2 — 1)°] (2.1)

Equation (2.1) displays the objective function used to train the critic, where the third term is a
gradient penalty term used to improve the training stability [61].

Secondly, we trained the generator to produce images which are indistinguishable from the real
ones, thus minimizing L., by optimizing:

Ladv = _EéNPg [D(é7g)] (22)

To further stimulate the generation of image details and consistent internal structures, in addition
to the adversarial component, we also used a feature loss [62] penalty. This component aims at
minimizing the L, distance between features F' extracted from real and fake samples, respectively.
The feature maps are provided by the third convolution layer of a 3D network trained in brain tumor
segmentation [63].

Lfeat = Ee s[||F(€) = F(f)[l1] (2.3)

As depicted in Figure 2.2, the grid information (volume g) was only used at training time by the
critic to constrain the generator to find the right position of the thin slab within the target field of
view.
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Figure 2.2: Generator optimization workflow. A conditional GAN was employed in extrapolating thin
input volumes, expanding their FOV with a factor of 4.

The objective of the generator represents a weighted combination of the two terms of Equations
(2.2) and (2.3). The weights have been empirically chosen such that the components take values in
thesamerange: \yq, = 1and A ., = 1, which has been shown to lead to a better performance of the
model. When using a larger weight for the supervision signal, as suggested in [59], the adversarial
loss became unstable in the early stages of the training, hindering an improvement of the generated
images over time.

Lgen = )\adeadv + Afeatheat (24)

Since the cost function used to train GANs stems from another neural network trained jointly,
the loss alone can be misleading when trying to identify the best performing model. Therefore, for
the current experiment, model selection was performed through a visual inspection of the samples
produced by the generator over time.

Image Metadata Retrieval

Since our convolutional neural network (CNN) generator operates on voxel intensity information
only, we needed to perform an extra-step to retrieve the metadata of the extrapolated images.

Intuitively, the extrapolated image will have the same spacing and orientation as the thin one.
However, the origin and dimension of the image changes due to the addition of synthetic informa-
tion. Determining the grid dimension of the expanded volume is straight forward since we always
quadruple the input field of view on the z-axis:

(deg, dé,, dé.) = (dty, dt,, dt, x 4) (2.5)

To compute the origin of the extrapolated volume, we first needed to determine thin slab’s loca-
tion within the extrapolation grid. In the current work, we addressed this issue in the post-processing
phase, performing an extra-registration step to determine the extent of extrapolation as further de-
scribed:

We overlapped the thin slab (sliding it across z direction) at each possible location of the extrapo-
lated volume, calculating the voxel-wise mean squared error (Figure 2.3 - d;_x). Next, we determined
the extent extrapolation by picking the index which minimized this penalty.
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Figure 2.3: Position regression; left - thin slab ¢; right - extrapolated volume é.

Further, the origin of the extrapolated image was calculated using the following expression:
(0€y, 08y, 0€,) = (Oty, 0ty, ot , — argmin;—y i (d;) X st.) (2.6)

where st is the spacing of thin volume across z direction.

In our tests, this simple registration step was always accurate because the extrapolation network
only had to copy the thin slab’s intensities into the output volume without modifying them at all,
hence generating relatively few errors.

2.3.1.3 Performance Quantification

One of the major challenges in image generation tasks is the lack of a goal standard method to
quantify the performance of the generative models. Hence, we herein propose a goal oriented quan-
tification method consisting in two tests: landmark detection [64, 65] and registration errors [66].

As we want to perform a feature-based registration of two volumes based on a set of corre-
sponding landmarks, we must encourage accurate detection on the syntheticimages. Hence, we first
evaluate our extrapolation models based on the euclidean distance between the manual annotations
and the landmarks detected on the thin, extrapolated and ground-truth volumes, respectively.

For the registration test, the 100 additional CT pairs mentioned in Section 2.3.1.1 were used as
follows: we randomly extracted thin slabs from the fixed images and then employed our models for
extrapolation. Further, we compared the performance between the registration of ground-truth fixed
and full moving images, thin-fixed and full moving images and extrapolated-fixed and full-moving
images. We used two metrics for this evaluation: surface distance and DICE, both computed on the
liver masks, obtained by using the same segmentation model employed for data preprocessing.

2.3.2 Results
2.3.2.1 Landmark Detection Test

We ran a pretrained landmark detection model [65] on three variants of each test image: full, thin
and extrapolated. Next, we calculated the Euclidean distance between each detected landmark and
the corresponding manual annotation. The results are depicted in Figure 2.4: the proposed method
reduces the median detection error by approximately 40% (from 19.51 mm to 12.08 mm, p-value =
7.38¢737) while the interquartile range (IQR) is reduced by more than a half, which means that our
method increases landmark detection robustness significantly (Table 2.1).
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Figure 2.4: Detection errors. For the blue boxplots all detected landmarks were considered, while the

red boxplots only take into account landmarks detected on the region containing the actual informa-
tion.

Table 2.1: Landmark detection results on the test set.

Median (=IQR) [mm]

All Detected Landmarks Detected on Actual
Image
Landmarks Info
Full volume 4.64(+8.02) 4.04(£7.05)
Thin volume 19.51(£43.0) 19.51(+43.0)
Extrapolated volume 18.62(£22.96) 12.08(£16.86)

Since a quarter of the full volume thickness is always used as an input, each extrapolated image
should contain (1) that quarter of the FOV (we will refer to it as actual information region) and (2)
three quarters of extrapolated (hallucinated) information. All detected landmarks were considered
for the blue boxplots, including the ones detected in the extrapolated region. On the other hand,
the red boxplots display the detection error on the actual information only, which is more relevant,
since we only employed extrapolation to provide more context for detection algorithms, rather than
generating synthetic points to be used for registration.

2.3.2.2 Registration Test

Figure 2.5 displays the registration results of the full moving images with all three variants of the
fixed images-full, thin and extrapolated. The blue boxplots display the results of landmark-based
registration which is then used as an initialization for the intensity-based registration, depicted in
red.

As expected, the best performance was obtained when the full-moving images are registered
with full-fixed images (having a median SD of 0.20(+0.08) mm after intensity-based registration),
and the worst results were obtained when the full-moving images were registered with thin-fixed
images (5.66(+20.56) mm). However, we obtained a registration performance comparable to the one
corresponding to full-fixed images (0.57(+2.05) mm) by using the proposed extrapolation method as
a prior step, thus reducing the thin slab registration error with a factor of 10 (p-value = 4.18¢7). The
same holds true when considering the DICE score (Figure 2.5b), which increased due to the extrapo-
lation from 0.67 to 0.88 (median).
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Figure 2.5: Registration results: landmark-based registration in blue, intensity-based registration in
red. Each figure has three groups: left - registration of full-fixed with full-moving images; middle
- registration of thin-fixed with full-moving images; right - registration of extrapolated-fixed with
full-moving images.

2.4 Symmetric extrapolation

The second strategy we explored was to formulate the task as a symmetrical extrapolation prob-
lem. The main idea of this approach is to generate the same amount of synthetic information in each
extrapolating direction (see second image in figure 2.1), thus minimizing the distance between hal-
lucinated pixels/voxels and the actual information. Considering extrapolation quality as a function of
the gap between regressed intensities and existing ones, we expect a better performance of this ap-
proach as compared to the one described in section 2.3. Therefore, thin slabs field of views depicting
regions of the liver are enhanced regardless of exceeding its boundaries. If a thin slab describes the
top of the liver extrapolation extent will expand into thoracic area, while extrapolations of volumes
describing the bottom part will exhibit the lower abdominal region.

In all experiments described herein extrapolation is designed to always quadruple the thin vol-
umes field of view. Therefore, the largest possible gap between hallucinated areas and actual ones
is 1.5 X tipin, Where ty;, represents the thin slab’s thickness. The same rationale could be applied
for the asymmetric extrapolation problem, where the largest possible gap could go up to 3 X s,
in extreme cases. Generalizing the above example to any extrapolation extent, the maximum dis-
tance between synthetic and real voxels for the symmetric and asymmetric approaches would be
(637_1) X tnin @nd (e, — 1) Xty respectively, where e, stands for extrapolation extent ratio (e, = 4
for quadrupling the thin volume FOV). Besides minimizing extrapolation extent, another benefit of
this approach stems from providing all the information required to compute the spatial features of
volumes, such as origin, thus not requiring extra registration steps in the pipeline. Avoiding additional
error-prone steps increases robustness of the entire process, which can lead to an enhanced trust-
worthiness supporting adoption of such solutions in clinical routine. Therefore, this section presents
a symmetric extrapolation self-supervised method that aims at improving the registration perfor-
mance through expansion of thin volumes field of view as a preprocessing phase.

2.4.1 Methods
2.4.1.1 Dataset

Since symmetric extrapolation require volumes not limited to the liver field of view, for this ap-
proach we dispose of a relatively smaller dataset of 983 volumes depicting the thoracic and abdom-
inal regions. However, the self-supervised learning framework allows us to create a large number
of training samples by simultaneously randomizing the thickness of simulated thin acquisitions and

15



their exact location w.r.t. the entire liver bounding box. The top row of figure 2.6 shows how thin
slabs of different thicknesses can be sampled from the same full volume: while the asymmetric ap-
proach was constrained at producing a synthetic version of the entire liver based on a quarter of
it (varying slab thicknesses was solely based on the anatomy, e.g. liver's height divided by 4), the
symmetric counterpart allowed us to sample any thickness from an uniform distribution, particularly
tinin =~ U[30mm,50mm]. The second randomization point is the actual location of the thin slab
within the liver grid, as depicted in the bottom part of figure 2.6: a thin slab of certain thickness could
display different regions of the liver. Therefore, a large number of input-output pairs can be created
from the same original volume, allowing us to synthetically create sufficient training samples.

T

i

Figure 2.6: Synthetic input-output pair generation for training the symmetric extrapolation model.

Experiments described in this chapter used 5 different synthetic input-output pairs from each
image, thus creating a dataset of 4915 examples. All volumes have a constant grid size of 512 in x-y
plane with a mean spacing between voxels of 0.8mm (ranging from 0.45mm to 0.97mm). The mean
voxel count across z direction is 473 (from 59 to 2241) with a mean spacing of 1.44mm (0.3mm to
8mm). Allimages were downsampled to a constant spacing of 3mm x 3mm x 1.5mm and a constant
grid-size of 128 x 128 x 128 was obtain for the full images by padding or cropping.

Data was further split at cohort level into training and test sets, comprising 80% and 20% of the
patients respectively. Similarly to the experiments carried for asymmetric extrapolation, we used the
same additional set of 100 CT pairs to evaluate registration performance, thus obtaining a one-to-
one comparison of the two approaches.

2.4.1.2 Proposed method

In terms of optimization framework and model architecture we used the same approach as in
section 2.3.1.2. However, the image metadata retrieval presented there, particularly the registration
of thin volume to the extrapolated one, is not longer required in the symmetric extrapolation setting,
where all spatial information can be computed directly. While the voxel spacing and volume dimen-
sion are still retrieved consistently, computing the origin is straightforward, as depicted in equation
2.7.

gsfz - gStz

5 X sty) (2.7)

(0€z, 08y, 0€,) = (0ty, oty, ot , —
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where st is the thin image spacing, gsf. is the grid size of the full image and gst, is the grid size of
the thin image, all across z axis.

2.4.2 Results
2.4.2.1 Landmark detection test

Table 2.2 shows de median errors and the corresponding IQRs for body markers detected on 1)
entire images and 2) thin simulation areas. In comparison to asymmetric extrapolation setting, errors
of body markers detected on thin images are larger, mainly due the uniformly distributed thicknesses,
ranging from 3 to 5 cmin the current approach. However, extrapolation reduces these errors by a fac-
tor of 2, decreasing the median Euclidean distance from 21.73 to 10.86 mm, when only taking into
account landmarks detected on the actual region. Moreover, when considering all body markers re-
gardless to area they have been detected in, the median error is still improved by 30% compared to
the thin image detection per se, while the asymmetric extrapolation only produced an 5% improve-
ment.

Table 2.2: Landmark detection results on the test set for symmetric extrapolation.

Median (=IQR) [mm]

All Detected Landmarks Detected on Actual
Image
Landmarks Info
Full volume 4.68(+8.49) 4.60(1+9.21)
Thin volume 21.73(+41.46) 21.73(+41.46)
Extrapolated volume 15.52(£21.48) 10.86(£16.45)

2.4.2.2 Registration test

As depicted in table 2.3, registration is superior when simulated thin acquisitions are extrapo-
lated in the preprocessing phase, regardless to the registration type (e.g. landmark based or inten-
sity based). To quantify alignment accuracy, we computed the surface distances and DICE scores
on binary liver masks of fix and moving CTs, aligned with transforms obtained by registering the
full-moving volumes to the full, thin and extrapolated fixed counterparts. For the intensity based
registration we used landmarks detected on extrapolated volumes to create an initial alignment and
then performed the intensity based refinement step using the simulated thin CT. This approach is
more reliable as compared to intensity based registering the full-moving to extrapolated-fixed since
it does not take into account hallucinated voxels that only had the role to enhance the contextual
information of simulated intra-operative volumes.

From the perspective of both, surface distance and dice metrics, synthetically extrapolated vol-
umes yield a superior quality of the registration. Alignment of intensity based registered thin is even
inferior to the one of pointset based registered extrapolated volumes, which after the intensity based
refinement also outperforms the landmark based registration of full, ground truth volumes.

Table 2.3: Registration results for the symmetric extrapolation approach.

Landmark based Intensity based
Volume Median SD Median DICE Median SD Median DICE
(£1QR)[mm] (£1QR) (£1QR)[mm] (£IQR)
Full volume 0.49(+£1.43) 0.85(+0.14) 0.04(+0.24) 0.93(+0.02)
Thin volume 11.55(£19.12) 0.52(40.32) 10.37(£24.90) 0.54(40.52)

Extrapolated volume 1.67(£3.73)  0.76(£0.17)  0.14(=%1.77) 0.9(+£0.18)
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The fact that the testset used to run the analysis presented herein is the same used in section
2.3 allows us to directly compare the two approaches through the registration performance met-
rics. In terms of thickness distribution, the dataset used by symmetric extrapolation experiments is
more challenging since thin images field of view along z axis was uniformly sampled to exhibit re-
gions between 30 and 50 mm thick, while synthesized thin volumes in the asymmetric counterpart
were constrained on showing a quarter of the liver's height, thus heavily depending on the anatomy
(thicknesses follow a Gaussian distribution with a mode of 5 cm). This observation is confirmed by
the current results, thin volumes being registered with an inferior accuracy regardless to the regis-
tration type. For instance, the intensity based approach produced a median DICE score of 0.54, as
compared to 0.67 obtained when extrapolating asymmetrically. Nevertheless, despite operating on
relatively more difficult inputs, symmetric extrapolation outperformed the asymmetric approach, de-
creasing the median SD from 0.57 to 0.14 mm while increasing the median DICE score from 0.88 to
0.9.

2.4.3 Usecase conclusions

This chapter presented a self supervised symmetric extrapolation approach to enhance the field
of view of thin-intraoperative images as a prior step to registration. As compared the asymmetric
counterpart, the problem is simplified when extrapolating the same amount of information in each
direction by 1) minimizing the distance between voxels to be estimated and the actual ones and 2)
not requiring workarounds to estimate the spatial information of synthetic thick images. While the
overall approach in terms of architecture and training strategy remained unchanged as presented in
section 2.3.1.2, the benefits of symmetrically extrapolating information are confirmed by the current
results, yielding improvements in both common image generation (SSIM 0.794 from 0.719) and task
specific metrics assessed.

First, consistently to asymmetric results, our proposed extrapolation methodology improved the
overall pipeline performance and stability. Landmark detection accuracy is crucial in providing a good
initial alignment of volumes since the intensity based approach is anill-posed problem (multiple over-
laps could produce the same error). We showed that extrapolation reduced the median detection
error from 21.73 obtained on the thin, to 10.86 mm, thus encouraging a superior initial alignment.
Indubitably, these improvements are reflected in the subsequent pointset registration performance,
significantly increasing the median DICE score from 0.52 to 0.76. Nonetheless, improvements in the
quality of initial transforms are propagated through the intensity based registration that yields a final
median DICE of 0.9, which is relatively close to the one produced by ground-truth full volumes (0.93).

Secondly, when compared to the asymmetric approach, despite of using a more challenging input
that has a relatively higher density of 30 mm thick synthesized thin slabs, the proposed symmetric
extrapolation method reduced the median detection error from 12.08 to 10.86 mm when only con-
sidering landmarks detected on the actual region of the image, and from 18.62 to 15.52 mm when all
body markers were used, regardless to the region of origin. This indicates a better quality of extrap-
olated images in the symmetric setting, thus yielding a better initial alignment. The assumption that
any improvement in quality of landmark based registration has substantial benefits in the intensity
based outcomes is confirmed by the current results that show improvements in median SD and DICE,
from 0.57 to 0.14 mm and from 0.88 to 0.9 respectively.

Overall, results presented herein could represent a building block for increasing the robustness of
image-guided therapies, and therefore reflect in improved outcomes for the end-used, namely the
patient.

2.4.4 Usecase discussion

We found that the current proposed symmetric extrapolation methodology is superior to its asym-
metric counterpart, leading to a better detection of landmarks, and thus, an improved initial align-
ment of images, that supports the final intensity based registration step to be more accurate. Sym-
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metric extrapolation problem is relatively more accessible as compared to asymmetric version due
to the following properties:

1. Extrapolation extent is established a priori, only depending on the FOV enhancement factor (e.g.
4 across experiments presented herein) setting. Therefore, it does not require any additional
registration steps to enable the computation of spatial meta-information for extrapolated vol-
umes.

2. Bydesign, itis minimizing the distance between areas to be estimated and the actual informa-
tion region, thus improving the structural consistency across hallucinated axial frames.

In the context of guiding invasive procedures symmetric extrapolation seems a reasonable choice
since acquired intraoperative images will always be regarded as the center of extrapolation, possibly
improving the near real-time registration to preoperative acquisitions. However, the aforementioned
property also implies extrapolating outside boundaries of the body structure being under intervention
that may lead additional challenges. For instance, from one use-case to another the pipeline requires
models trained to accurately detect landmarks on the entire extrapolation domain. The availability
of such models could represent a challenge, since it requires large scale datasets of annotated body
markers which are non-trivial to build due to complexity, time requirements and costs.

From model perspective, Unets were recently outperformed by other architectures that employ,
for instance, the attention mechanism in the encoder side to capture long term relationships in the
volumes [67]. In spite of not being explored in the current work, limitations related to the recep-
tive field of view at the bottleneck could be addressed with such methods, potentially leading to an
improved realness of generated volumes. Therefore, employing attention based architectures rep-
resent a possible promising lead for future developments.

However, the methods proposed in this chapter represent a proof of concept that generative
adversarial networks can be successfully employed in enhancing the robustness of CT based image
guided therapies, supporting the registration phase in producing more reliable alignments.

2.5 Conclusions

This chapter described a self-supervised approach to enable development of machine learning
algorithms that aim at increasing the robustness of image guidance in liver needle interventions.
Particularly, since registration of thin intra-operative images is a very challenging task, simulated thin
acquisitions were sampled to create input-output pairs, that can be used in training neural networks
to extrapolate thin slabs as a prior step to registration.

We quantified the benefits of this extrapolation step through two task specific metrics, namely
landmark detection error and registration performance. Accurate landmark detection is critical in
computing initial transforms that can align the field of views of the two volumes to some decent
extent, thus facilitating the subsequent intensity based rigid registration. The results presented
herein prove that our proposed method increase registration robustness significantly, leading to an
improved image guidance for liver needle therapies.

However, feasibility of this approach is highly conditioned by the availability of thin input - thick
output pairs, which could not be produced in practice during interventions. Therefore, self-supervision
is the main component to enable these developments, allowing us to create a large number of syn-
thetic input - output pairs from CT data, and thus train volume extrapolation models. The strategy
employed herein was a self-prediction scheme, where full CT volumes were altered by removing 75%
of axial slices to mimic a thin acquisition, with a random thickness of 30 to 50 mm. Next, a con-
volutional neural network with an encoder-decoder architecture was employed in restoring initial
volumes, thus extrapolating the relatively few remained axial slices across z direction.

In conclusion, self-supervision is not only a powerful paradigm when limited amount of data is
available, but also in extreme scenarios, as the one presented in this chapter, where datasets for
supervised learning are impossible to obtain.
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2.6 Discussion

Self supervised learning was the key component that enabled developments presented herein.
Following a self-prediction strategy we were able to synthetically create input-output pairs of CT
volumes to train a deep neural network in extrapolating thin acquisitions. The main outcome of this
approach is an improved registration, and thus a superior guidance of surgical interventions on the
liver.

We quantified improvements through downstream task specific metrics, reporting the median
Euclidean distance between body-markers detected on the volumes and corresponding annotations,
and the median surface distance and DICE score of subsequent registration. The evident improve-
ments generated by the proposed approach can be attributed to the extrapolation network, of which
training was exclusively enabled by self-supervision. However, while providing a clear evidence that
our proposed method improved registration significantly, the current analysis could not quantify the
impact of self-supervision per se, since real testing data which would serve as a baseline isimpossible
to obtain: the gain in performance could be attributed to the architecture choice, training framework,
and lastly, employed landmark detection models and rigid registration engines. However, none of this
analysis would have been possible without self-supervision, that enabled developments presented
in this chapter.

Usually, self-supervision is employed in pretraining deep neural networks on large scale unlabeled
datasets, thus creating so called foundational models capable of deriving high level representations
of the data in form of a latent space. Next, from one use-case to another, a knowledge transfer can
be employed by fine-tuning these foundational models on the limited amount of available data. Gen-
erally, this approach is superior to the classic paradigm where models are trained from scratch only
based on a relatively small nhumber of training examples [13]. However, improvements in perfor-
mance generated by self-supervision are also dependent on the pretext task used in the pretraining
phase. From one application to another, a pretext task could be preferred over others.

To reliably quantify the impact of self-supervision per se, first, the classical approach of training
from scratch only based on the limited available labeled data should be exploit and considered as
a baseline. Next, models pretrained using self-supervision can be either directly employed or fine-
tuned to perform the same task and then evaluated on the same testing data as the baseline. In con-
text of constant architecture and testing data, all improvements in performance can be exclusively
attributed to self-supervision, hence providing a better quantification of its impact on the overall per-
formance. However, specifics of the use-case followed throughout this chapter does not allow us to
conduct such analyses since a baseline is unachievable. On the other hand, as previously mentioned,
developments presented herein would have been unreachable without self-supervision, thus steer-
ing a large amount of credit for the current results towards this paradigm.

Other approaches to increase trustworthiness of image guidance during interventions might also
be employed, where classical training paradigm is still a viable option. For instance, landmark detec-
tion models could be specialized in reliably detecting body markers on thin volumes, acquired intra-
operatively. However, annotating large datasets accordingly would be extremely exhaustive, hence
making this approach less scalable as compared to our proposed extrapolation method.

To conclude, theresults presented in this chapter represent a proof of concept that self-supervision
could be successfully employed in areas where gathering large scale labeled datasets is problematic,
or even unfeasible. The main benefits stem from facilitating the scientific community to be prepared
(to some extent) to fastly response to requirements coming from the clinical side and run feasibility
studies of diverse use-cases, that can be held a great potential for clinicians and their patients.
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3.1 Introduction

When provided with sufficient and high quality data, artificial intelligence is currently the most
promising approach in solving any emerging problem, thus holding an extremely high potential in in-
creasing the quality of life, improving processes, reducing costs, etc. However, collecting and explor-
ing large scale qualitative datasets could be challenging in some industries due to a series of specific
concerns. For instance, healthcare information is widely protected by GDPR in Europe and HIPAA in
the US to maintain patient confidentiality. As a consequence, healthcare data is often suffering from
incompleteness, poor quality or insufficient data points due to privacy constrains [12, 68], preventing
effective development of machine learning based solutions to be adopted in clinical routines [4].

Scientific community has proposed a series of techniques and workarounds to overcome the
aforementioned challenges, including anonymization , self-supervision [13], encryption [12], syn-
thetic data generation [69], federated learning [14], etc.

Synthetic data generation (SGD) is one of the most promising approaches to overcome challenges
posed by the regulatory constrains in accessing clinical restricted data. A qualitative synthetic dataset
does not contain any indication of a real person while maintaining the distribution of parameters real-
istic as well as natural correlations between features. A synthetic dataset that mimics and preserves
statistical properties of real cohorts could be used for modeling, educational purposes, simulation and
prediction research, hypothesis and algorithm testing, information technology (IT) developments, etc.
[20, 701].

Therefore, since this type of data could be free of privacy threats it can be widely shared with
third parties or scientific community to enable timely developments in healthcare, potentially lead-
ing to a better care for the patients and also a reduced workload for clinicians. However, although
efficient development of trustworthy models to be adopted in clinical practice is highly conditioned
on the quality and realness of synthetic data, usually there is a trade-off between privacy preserving
properties and usability. Purely synthetic datasets that are completely free of privacy related threats
usually have less usability in contrast to synthetic datasets that still preserve parts of real informa-
tion while also holding patient re-identification risks.

Although some scientists consider that the term synthetic should be exclusively referring to en-
tirely fabricated data [20], SGD could be mainly categorized in three categories [18, 19]:
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B Fully synthetic refers to purely fabricated data that has no indication to individuals, thus not
carrying privacy risks. Despite being the strongest in terms of confidentiality preserving, its
usability is usually relatively low due to an inferior representation of real world distributions
and correlations between features.

O Partially synthetic data uses non-sensitive information from real world examples while syn-
thetically samples values for parameters that could supportidentification of the subjects. How-
ever, since it still contain certainamount of real parameters it carries a larger risk of re-identification,
while exhibiting a superior usability.

B Hybrid synthetic data refers to matching a real record to a purely fabricated one through statis-
tical tools, and then combine features from the two records to create a synthetic sample. While
disposing of relatively better privacy preservation properties in contrast to partially synthetic
data, it is computationally more expensive and introduces noise.

In healthcare, synthetic data generation has been successfully employed for a variety of data
types and modalities including images [71, 72], text [73, 74], electronic health records (EHRs) [69,
75], Electrocardiograms (ECG)[76, 77] and even genomics [78, 79] (with certain limitations[80] w.r.t.
privacy preservation and usability trade-off). Other studies aimed at creating synthetic medical im-
ages of certain modality based on the anatomy revealed by a differentimaging technique [81] through
style transfer [82] rather than fabricating images from noise, which is of high importance in the con-
text of multimodal modeling or registration.

Synthea[69] is the current state of the art technology in generating realistic fully synthetic EHRs,
providing high quality fabricated clinical data completely free of privacy concerns. The framework
uses general clinical care maps or guidelines and public health information such as disease incidence
and statistics to create clinical disease modules that generate synthetic populations. Subjects be-
longing to this synthetic cohort could follow different pathways based on randomized variables sam-
pled from data distributions revealed in literature, thus ensuring data completeness and quality if the
clinical disease modules are properly designed.

In this chapter we propose a Synthea based methodology to create clinical disease modules. Our
aim s to generate realistic electronic health records for patients suffering from prostate cancer, rang-
ing from low to high risk disease consistently handled with various treatment options that fluctuate
from active monitoring to definitive therapy or even palliative care. A properly generated synthetic
dataset that mimic real data distributions and correlations between various parameters have an out-
standing potential to enable timely developments of applications to be adopted in clinical routines,
increasing the quality of care. Therefore, feasibility of our fully synthetic generated data is assessed
through employing deep neural networks in stratifying prostate cancer patients in risk categories,
assigning a disease stage based on the clinical information presented in the synthetic EHRs.

This chapter is organized as follows: Section 3.2 presents an overall introduction of the use-case
followed throughout this chapter, stating the importance of reliably automating stage assignation
for prostate cancer. Next, section 3.3.1 provides the details of our proposed synthetic data genera-
tor together with a description of data concepts and elements available in the resulted cohort and a
fidelity analysis for the synthetic data. Section 3.3.2 describes a natural language processing (NLP)
approach to assign TNM stages for patients based on medical codes descriptions as well as obser-
vations vielded in synthetic EHRs. The results of this approach are presented in section 3.4.2, while
conclusions and overall discussion are drawn in sections 3.5 and 3.6 respectively.

3.2 Prostate cancer patient stratification

Prostate cancer is very common in men worldwide. For example, 1 in 8 men in the US will be
diagnosed as having prostate cancer during his lifetime. It is estimated that there will be almost
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250,000 new prostate cancer cases in the United States this year[83], similar to the incidence of
lung and breast cancer, the other most common malignancies.

Aggregate European data is very similar to that of the United States[84] and the incidence and
mortality of prostate cancer are rising in Asia. Worldwide at least 360,000 men die of prostate cancer
every year[85].

The National Comprehensive Cancer Network (NCCN) is an alliance of 31 cancer centers that pub-
lishes and periodically updates cancer treatment guidelines that are now accepted as state-of-the-
art recommendations at most cancer treatment centers. The NCCN prostate cancer treatment rec-
ommendations depend on which of five prostate cancer risk groups best describes a given patient.
These risk groups are defined in terms of clinical stage (including radiological findings), blood tumor
markers (e.g., prostate-specific antigen — PSA), histologic tumor grade as determined from a biopsy,
and most recently, genetic subtype(s).

Clinical staging captures the amount and spread of cancer in a patient’s anatomy. Staging usually
consists of three components, T, N, and M, called the TNM system. T describes the size of the tumor
and any spread of cancer into nearby tissue; N describes the spread of cancer to nearby lymph nodes;
and M describes metastases (spread of cancer to other parts of the body). This system was created
and is updated by the American Joint Committee on Cancer (AJCC)[86] and the International Union
(uneszl.

Clinical staging is often determined from multiple clinical diagnostic tests which are adminis-
trated longitudinally. Assigning a clinical stage is generally difficult and time-consuming as pertinent
findings from the patient history and physical examination as well as radiographic interpretation are
usually recorded in unrestricted clinical text, which could include a suggestion for the patient clinical
stage solely on basis of the specific test diagnostic results. Due to this, staging ambiguities are not
uncommon[88] and are usually resolved by an institutional tumor board (TB).

The effect of errors in determining the correct clinical tumor stage can range from a nuisance to
the assigning of a patient to a wrong risk category and have him receive aless than optimal treatment.
Most commonly, the difficulties in retrieving prostate cancer staging information from the electronic
health record (EHR) pose significant challenges and increased costs for tumor registrars whose aim
is to create structured databases for research and outcomes review.

Usually systems that extract clinical staging from medical records do so by combining the con-
clusions of the various clinicians that are taking care of the patient, which are often affected by am-
biguities and conflicting statements[89] and incomplete work-up at that point. Our system differs
from others in that it does not extract the staging conclusions of the various clinicians attending the
patient and base the output on that. Rather, it deduces the proper stage from the original clinical and
radiologic notes. To do this we employ a neural net, well-trained for this task.

3.3 Methods

Privacy constraints limit access to longitudinal clinical data, required for training artificial intel-
ligence (Al) systems. In addition, institutions are becoming more restrictive in allowing clinical data
to be used for research in general. Even if anonymized retrospective patient data access is granted,
it is often limited due to the lack of patient consent which is required by most institutional review
boards (IRBs). These necessary measures to protect patient privacy make it hard to training Al sys-
tems which inherently require large amounts of labeled clinical data.

To overcome this problem, we have devised an approach to generate and use a synthetic dataset
of 10,000 records for training and 4000 records for testing, as described in the next sections.

3.3.1 Synthetic data generation

We have utilized the Synthea framework and added prostate cancer specific modules to create
synthetic prostate cancer data. There are two inputs required for module creation, clinical care-maps
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and disease statistics. Carefully guided by an experienced radiation oncologist, we drew clinical care-
maps for diagnosis, localized and advanced therapy, and for follow-up.

Prostate cancer diagnosis workup

Figure 3.1 shows an overview of the diagnostic workup which is a combination of stochastic and
deterministic states. Stochastic states capture possible variations which are expected in real clinical
data, whereas the deterministic states consider rules based on common practice of guiding patient
through, for example, diagnostic work-up for clinical staging. At the end, the clinical cancer stage and
the risk category are established based on diagnostic reports generated stochastically throughout
the work-up. We used statistical distributions for sampling diagnostic reports which were either
collected from literature [90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106]
or derived from the Prostate, Lung, Colorectal and Ovarian (PLCO) cancer screening trial[107] that
reveals, longitudinal screening information such as prostate specific antigen (PSA) levels, digital rectal
exams (DRE) results, histologic grade (Gleason score) and staging information[108].

Table 3.1: Internal dataset properties.

Parameter Mean (& std) Minimum Maximum
Age [years] 66.3 (+7.75) 43 89

PSA [ng/mL] 20.3 (+69.3) 0.29 1545
Volume [cc] 42.2(£22.82) 0.57 164
PI-RADS 4.2 (+0.88) 2 5
Gleason Group 2.3 (£1.42) 1 5

In addition, we have utilized an internal dataset to derive statistical properties that could not be
derived from PLCO (e.g. PI-RADS scoring), containing 768 per-case annotations of PI-RADS, Gleason
geade, PSA, gland volume and age. Table 3.1 shows a description of this collection, further referred
as the internal dataset.

The simulated patient diagnostic work-up always starts with a digital rectal examination and a
PSA measurement. First, a value for the PSA is sampled from a distribution derived from the PLCO
screening data using a Kernel Density Estimation (KDE). For the subsequent preoperative PSA mea-
surements, the sampling is done to ensure realistic dynamics[90]. Similarly, some of the DRE results,
such as enlargements and volume estimations are sampled consistently with patient age and PSA
levels, following the subgroup analysis presented in [109]. Any abnormality identified in one of these
initial screening tests triggers subsequent diagnostic procedures, such as imaging or the more inva-
sive biopsy. In contrast, if no suspicious findings emerge the screening will continue, repeating PSA
measurements and/or DRE procedure in approximately 1 year, which is the recommended screening
interval for prostate cancer[96].

To gain consistency, all subsequent diagnostic reports are sampled based on the correlations ex-
posed in literature between the current diagnostic procedure (or test) and the synthesized prior ones.
For example, in the screening phase all subsequent PSA measurements will be constrained on the
prior ones based on the PSA velocities[101, 90] identified in various risk categories, or PSA doubling
time [102]. Similarly, for patients who need additional diagnostic procedures findings are drawn ei-
ther based on literature descriptions or statics derived from real datasets, as further described.

Depending on the already synthesized PSA measurements, a patient might be recommended for
additional diagnostic procedures - such as mpMRI and/or biopsy - in case of abnormal outcomes
(e.g. PSA > 4 ng/mL or an abnormal DRE) or a continuation of screening if no abnormalities occur
(e.g., negative DRE and a low PSA value). In case of prostate cancer suspicion through screening,
the patient will randomly undergo a systematic biopsy (sextant or double-sextant) or a mpMRI. In
the first case, biopsy results will be sampled consistently to the only known information from the
EHR, namely the PSA values. Figure 3.2 shows the Gleason grade distribution with respect to the
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Figure 3.1: Prostate cancer diagnostic work-up: Yellow states have stochastic variables inside while
the green ones are deterministic. Abbreviations: DRE, digital rectal examination; PSA, prostate spe-
cific antigen; MRI, magnetic resonance imaging; BX: biopsy; PET, positron emission tomography; CT,
computed tomography;

discretized PSA level as derived from the PLCO dataset. This distributional landscape is incorporated
in our proposed modules allowing them to generate cohorts that mimic statistical properties of real
clinical data.

Similarly, we used the same methodology to sample a PI-RADS score w.r.t. discretized PSA levels
when a patient is randomized to be investigated through imaging rather than biopsy. Nonetheless,
malignant lesions revealed by mpMRI (PI-RADS >=3) must be confirmed through targeted biopsies,
consistently assigning a Gleason grade to each suspicious area exposed by imaging. Apart from initial
randomization, an mpMRI could be employed in other scenarios, such as following-up a negative
systematic biopsy, in which case a PI-RADS score is selected based on the odds derived for each
Gleason group separately. Since the PI-RADS score has an overdiagnosis tendency (high sensitivity
with relatively low specificity), it will possibly reveal highly suspicious lesions even in patients with a
Gleason group of 1, systematically assigned. To that extent, a targeted biopsy could be employed in
establishing a final diagnostic, revealing the histopathology of suspicious areas.

At a more granular level, the number of positive biopsied cores is sampled based on the cohort
distribution presented in Vallette et. al.[91], while the corresponding locations are randomly chosen.
For each positive location, a cancer spread indicator, namely percentage of cancer in core, is sampled
using statistical properties from [92]. When a Gleason group is sampled as described in figure 3.2,
at least one of the lesions will be assigned with an appropriate Gleason score while others could be
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the same, or less aggressive.

Allimaging findings (e.g. mpMRI or PET/CT) are correlated with the prior diagnostic reports through
the Partin tables[93], providing risk scores for extra-capsular extensions (ECE), seminal vesicle in-
vasions (SVI) and lymph nodes involvement (LN+) stratified based on PSA values, Gleason scores
and the clinical T stage. Therefore, we randomly sample findings based on the probability of organ-
confined disease consistently to real world datasets. If imaging reveals a non-localized disease, a
confirmation biopsy is performed to identify possible false-positives of PET/CT[94, 95].

Therefore, our proposed synthetic data mimic real world patterns and correlations by covering a
broad range of variability, from patients with low PSA levels and high Gleason grades to patients with
high PSA levels and low Gleason grades.

When all required diagnostic procedures are completed, we apply the NCCN guidelines[96] to
establish the clinical cancer stage and risk category based on randomly sampled diagnostic reports
exported throughout the staging workup, thus creating a ground-truth for the training stratification
models.

It is worth emphasizing that the patient pathways are very diverse due to the stochastic pro-
cesses imposed in most of the stages (yellow boxes in figure 3.1). For instance, diagnosis phase
could yield patients who only have been assessed with repeated PSA measurements and DREs (if
no suspicious findings or very low PSA levels), patients who have been assessed through imaging
with or without subsequent procedures depending on the results, patients who went through sys-
tematic or targeted biopsies, patients who followed the first line of treatment directly after a suite of
diagnostic procedures, or patients who have been actively monitored before definitive therapy, etc.

3.3.2 Clinical TNM stage prediction

While the synthetic data described in the previous section has a good variability and consistency
at the cohort level, at the patient level it still has some drawbacks. EHRs generated by Synthea
are very well structured and they use the same coding all the time. However, real world data is not
always that organized, different sites might be using different coding systems and thus certain data
elements might be denoted by multiple codes, names or even different spellings. Therefore, a simple
attempt to extract all the ingredients required for the staging could suffer from lack of robustness.
On the other hand, despite this variability in the coding systems, code descriptions of the same data
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element always have a lot of communalities. We try to exploit these commonalities by utilizing a
natural language processing model that works directly on the plain text from the descriptions rather
than the structured codes from an EHR.

We first need to translate the patient resources (e.g., represented in FHIR or Health Level Seven
- HL7 - queries) into plaintext. Therefore, we extract diagnostic procedures code descriptions along
with the time they have been performed. We then extract all the observations recorded within these
diagnostic procedures through a rule-based key-value pair extractor, where the key is the observation
code description and the value is determined from the findings. Finally, we concatenate the text to
obtain a paragraph comprising all the ingredients generated throughout the staging workup in form
of plaintext, also preserving the temporal dimension of the longitudinal data. To further enhance the
variability in the text data, we augment the dataset by randomly replacing certain words or phrases
with synonymes.

3.3.3 Experiment setup

In the training phase, we use the FHIR bundles exported by Synthea as an annotated dataset for
supervised learning. As depicted in Figure 3.3, each patient data is preprocessed by a rule-based
key-value pair extractor script to create a text block describing all diagnostic procedures along with
their results. We train the stage classification system as a fine-tuning task for a Bidirectional En-
coder Representations from Transformers (BERT) model[21], starting from the clinical BERT check-
point[110]. BERT is a bidirectional language model pretrained to provide 768 dimensional contextual
embeddings on a couple of unsupervised training tasks: masked language modelling (MLM) and next
sentence prediction (NSP).

We fine-tune the model for 5 epochs - empirically determined from the learning curves - to mini-
mize a categorical cross-entropy loss function with a learning rate of 10~°. Although not necessary in
the majority of cases, BERT's input sequence length is set to 512 words to maximize the chances of
capturing all the information required for clinical stage assignation. Since the GPU memory required
by the training process is disproportionally larger with the sequence length, the maximum batch size
we can setis 16 on a NVIDIA Volta V100 GPU with 32 GB of memory. To avoid severe class imbalance
(e.g. T1cM1 patients -those with metastatic disease- being relatively very rare as compared to T3M1
patients) we trained different classifiers for each staging component, but we refer to these as a sin-
gle predictor for simplicity. However, since our synthetic data is consistent with real cohort statistics
extracted from literature, we still deal with unbalanced class distributions within each stage com-
ponent. Therefore, we use sample weights within the loss function to provide stronger signals for
samples from under-represented classes.

Once trained, the models can be used for inference as depicted in the bottom part of Figure 3.3.
Patient’s EHR stored in the hospital's FHIR database will be converted to plaintext using the pre-
processing module and then pushed through the model to obtain an estimation of the clinical stage,
which can be then properly inserted back in the EHR.

3.4 Results

3.4.1 High fidelity of the synthetic data

To assess the realness of our synthetically generated data we compared various purely synthetic
features to real world counterparts available in the PLCO as well as the internal dataset described in
table 3.1.

First, we compared the distributions of PSA measurements and gland volumes generated by our
Synthea modules against to the ones recorded in the internal dataset. As illustrated in figure 3.4,
despite the fact that PSA values were sampled based on PLCO and the volume was randomized con-
sistently to PSA and age [109], there is a very strong distributional similarity between synthetic and
real PSA measurements (figure 3.4(a)) as well as prostate volumes (figure 3.4(b)).
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Figure 3.3: Method overview: Training (up) and inference (bottom) pipelines.

However, assessing similarity from an univariate perspective only might be misleading since data
should be consistent across different diagnostic tests, exhibiting plausible correlations between var-
ious parameters. Particularly, it is well known that the PSA levels correlate with prostate volumes,
larger glands tending to produce more antigens. Therefore, figure 3.4(c) demonstrates consistency
across the two aforementioned features by also showing similar distributions of PSA density, which
is computed by dividing the PSA level to the volume at patient level.
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Figure 3.4: Realness assessment of PSA, volume and PSA density.

Similarly, we studied the realness and consistency of synthetically generated Gleason Grades
(GG) and PI-RADS distributions from an univariate and a bivariate perspective respectively. From a
prevalence ranking perspective we could conclude that our synthetic data has a perfect fidelity.

The PI-RADS system had become the main tool used in reducing the number of unncecessary
biopsies, but it still has a relatively low specificty rate as compared to its sensitivity. In other words,
it tends to overcall for biopsies in clinically insignificant prostate cancer patients. This inherent pre-
dictive capacity of PI-RADS is well reflected in our synthetically generated data, once again demon-
strating realness and consistency across longitudinal diagnostic results.

All stochastic processes employed in the entire staging road-map are based on either statistics
derived from real datasets or extracted from literature descriptions of certain behaviors and cor-
relations between parameters. Therefore, a perfect fidelity to a certain source cannot be expected.
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Nevertheless, since our data generator is designed in a strong causal setting (reports at certain times-
tamp are always sampled consistently to findings randomized in previous timestamps), the overall
landscape of our synthetic cohort is expected to match the real clinical data distribution to some
extent. The TNM stage resulted from the staging work-up provides a very good intuition of how re-
alistically various reports have been randomized during staging since it relies on multiple data points,
each sampled based on a different statistical source (e.g. based on PLCO, internal dataset or litera-
ture). Figure 3.5 illustrates the reliability of our proposed data generator by jointly plotting the TNM
stage distribution of synthetic and PLCO cohorts. Although Synthea data has a better granularity of
staging (e.g. T2 is further categorized into T2a, T2b or T2c) we aggregated similar stages to match
the format of PLCO for a meaningful analysis. In comparison to PLCO, our fabricated data seems to
over represent high stages for the T and N components: T3 and T4 are relatively more frequent in
Synthea data as compared to PLCO, which is also the case of N1 patients. Moreover, assessments
of non-localized components (N and M) is done more frequently in PLCO as compared to Synthea.
Considering the methodology used to collect statistical properties embedded in the generator, some
level of discrepancy between real and synthetic cohorts is expected due to inductive biases. How-
ever, as shown in figure 3.5, the resulted synthetic cohort is reliably representing all stages while
maintaining the relative prevalence ranking w.r.t. PLCO, except for T1 and T2 stages. Moreover, it is
noteworthy that PLCO study was designed to assess effectiveness of screening protocols, therefore
not specifically presenting a population at risk of prostate cancer. On the opposite, our synthetic co-
hort was intended to better reflect various disease aggressiveness levels, ranging from very low to
very high risk, and from localized to metastatic PCa.
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Figure 3.5: Realness assessment of TNM stage distributions based on the PLCO data.

3.4.2 Clinical TNM prediction

We herein report the precision, recall and F1 scores for each class independently, as well as their
micro/macro averages and the overall accuracy computed on the synthetic test set. Predicting the T
component of the staging system is the most challenging due to the necessity to interpret and cor-
relate a larger number of longitudinal diagnostic reports, and also due to a higher level of granularity
in the classification (8 class classification problem). Therefore, the T stage predictor had an overall
accuracy of only 98.7% compared to N and M predictors (3 class classification problem) which reached
over 99.5%, as depicted in Table 3.2.

3.5 Conclusions

This chapter presents a method to estimate the clinical cancer stage from diagnostic reports in
EHRs using realistic synthetic data generated by Synthea. To the best of our knowledge, prediction
of clinical cancer stage directly from EHRs has not yet been undertaken by others, possibly because
of the major challenges in data annotation pipelines and privacy constraints.
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Table 3.2: Performance evaluation of the TNM stage classifiers.

Stage Precision Recall F1 score Occurrences
component

Tx 1 0.997 0.998 590
T1c 0.997 0.984 0.991 1062
T2a 0.971 0.962 0.966 208
T2b 0.972 0.991 0.981 428
T2c 0.978 0.994 0.986 311

T T3a 0.990 0.986 0.988 417
T3b 0.994 0.991 0.992 333
T4 0.952 0.983 0.967 240
Accuracy 0.987 0.987 0.987 3589
Macro average 0.982 0.986 0.984 3589
Micro average 0.987 0.987 0.987 3589
Nx 0.992 0.996 0.994 1643
NO 0.996 0.992 0.994 1849

N N1 1 1 1 399
Accuracy 0.995 0.995 0.995 3891
Macro average 0.996 0.996 0.996 3891
Micro average 0.995 0.995 0.995 3891
Mx 0.993 0.998 0.995 1643
MO 0.998 0.995 0.997 2176

N M1 1 1 1 72
Accuracy 0.996 0.996 0.996 3891
Macro average 0.997 0.998 0.997 3891
Micro average 0.996 0.996 0.996 3891

We therefore developed Synthea modules to generate realistic health records for patients with
prostate cancer, covering a broad range of disease extent and aggressiveness, ranging from low risk
to very high risk and from localized to regional or even metastatic cancer. With data scarcity being a
very common blocker in deploying robust Al based solutions targeting different areas of healthcare, a
reliable synthetic data generator holds the potential to enable early developments of prototypes and
proof of concepts that may be leading to an improved patient experience and outcome, while also
reducing the workload of clinical personnel. Besides being able to generate an unlimited number of
samples, our fabricated data holds a set of tremendously important properties:

O Privacy preservation. Due to its purely synthetic nature, our proposed dataset is free of any
privacy preservation concerns or re-identification risks, thus being suitable for a broad range
of applications such as hypothesis formulation and testing, software development and test-
ing, educational purposes and early developments of smart features to support clinicians in
handling PCa patients more efficiently.

O Data completeness. By carefully defining care-maps for diagnosis, treatment and follow-up,
our synthetic EHRs contain all the established tests and procedures routinely employed iniden-
tifying and managing patients suffering from prostate cancer, at the moment of writing this

thesis.

O Data variability. Our synthetic cohorts exhibit a great variability in terms of disease aggres-
siveness as well as patient pathways. We employed various statistical properties either de-
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rived from real available datasets, or published in literature, to ensure a realistic distributional
landscape of our cohort, including stage incidence, treatment options distribution, follow-up
behaviors and recurrence risks.

O Data consistency. Despite distributional coherence, the longitudinal nature of EHR data urges
for adoption of techniques to maintain consistency across all various observations. Therefore,
correlations between different features were extracted from scientific publications and em-
ployed in all stochastic steps of our patient generator.

A qualitative evaluation of the synthetic cohort generated by the proposed Synthea modules was
carried in two different ways. Firstly, we have inspected distributional properties of various features
and compared those with observed incidences and statistics collected from literature or derived from
real datasets. As demonstrated in this chapter, our synthetic data exhibit a realistic variability across
both disease specifics and patient pathways. Secondly, we have iteratively improved the synthetic
data generator based on the feedback provided by Dr. J.R., an experienced radiation oncologist. This
played a major role in increasing the reliability and realness of generated electronic health records,
revealing inconsistencies in observations, time distribution, treatment options, follow-up dynamics
of PSA and side-effects, as well as unrealistic frequencies in encounters, etc.

Finally, we demonstrated that the proposed methodology can be successfully used to develop
high performance predictors by providing evaluations on large scale synthetic datasets: TNM staging
achieved 98.7% accuracy for clinical T stage and over 99.5% accuracy for the non-localized compo-
nents on a synthetic test set.

3.6 Discussion

Synthetic data generation

We have herein proposed a systematic method to generate large-scale datasets using Synthea.
Particularly, we have developed modules to fabricate electronic health records of patients with prostate
cancer that can be then used to, for example, develop smart features to support clinicians in their
workflows. Our generated data does not hold any privacy concerns since it is fully synthetic by na-
ture, while at the same time it provides (1) completeness in terms of investigations and procedures,
(2) variability across observations, treatment options and patient pathway, and (3) consistency across
various diagnostic procedures, treatments and follow-up.

However, from a completeness standpoint the work presented in this chapter has a series of
limitations. Firstly, despite exhibiting completeness in terms of diagnosis, treatment and follow-up
workups, some applications might require reliable data beyond the first line of treatment. For in-
stance, prediction of the best next treatment option based on the follow-up data in case of a relapse
might carry a huge potential in providing the best care to patients across different countries, espe-
cially the underdeveloped ones. However, our proposed generator only cover the treatment of first
occurring cancer and the subsequent follow-up visits, so extending the modules represents a fu-
ture direction of the presented work. Secondly, although Synthea generates reports for biopsies or
imaging studies such as mpMRI or PET/CT, images coupled with these findings do not exist. This
prevents our proposed synthetic dataset to be immediately adopted in developing applications that
imply the fusion of different modalities and data types, such as mpMRI and PET scans, pathology
images and EHRs. Nevertheless, one straight-forward option to overcome this limitation is to regis-
ter real anonymized images to the synthetic diagnostic reports based on the findings (e.g. coupling
mpMRIimages to the synthetic report by matching the number of lesions, their PI-RADS scores, their
location, etc.). Becoming a hybrid synthetic dataset, this workaround would increase the usability of
our fabricated cohorts even further, but at the cost of weakening the privacy preservation properties
owned by the current setting.
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In terms of variability and consistency, our proposed Synthea modules might have incorporated
inductive biases from the sources we used to collect disease incidence and statistical properties.
For instance, we have used the PLCO data, which was collected in a screening trial, to derive joint
distributions of PSA measurements and Gleason groups. Therefore, we inherited the PSA distribution
of a cohort not specifically suspicious at the screening time, which might be different from the data
available in a clinical center specialized in treating prostate cancer.

Moreover, we have designed Synthea modules to generate cohorts for all intents and purposes,
thus mimicking as much as possible distributional landscapes of real clinical data. Therefore, the
currentimplementation does not allow a selective generation of patients matching certain properties
(e.g. only high risk disease patients treated with radiation and hormone therapy).

Lastly, while meeting our realness expectations from a cohort level perspective, at patient level
Synthea data is unrealistically well structured, always storing the EHRs using a specific format and
coding system. In contrast, real clinical data could be stored differently from one site to another,
using various coding systems to store information in various formats, or even depicting the findings
in free-text form. However, given the recent advancements in generative language models (such as
GPT), Al models could be employed in augmenting structured synthetic EHRs, translating findings in
free-text clinical reports, and thus boosting the usability of our synthetic data.

Overall, in our opinion the method proposed in this chapter is able to generate high quality syn-
thetic electronic health records that have the potential to overcome the inherent data scarcity based
limitations in health care. The main strengths of our fabricated data are the lack of any privacy con-
cerns, data completeness w.r.t. currently established procedures and tests routinely used in clinical
practice, data variability and longitudinal consistency of electronic health records.

Prostate cancer patient stratification

Despite the very promising results herein reported, we have only given a prove of concept here,
not a developed and established workflow. Although the generalization test was successful on a
synthetic test set, evaluation on real clinical data is mandatory to make a definitive statement re-
garding the feasibility of model adoption in real world applications. Besides the model bias, the
pre-processing technique which translates FHIR bundles to plaintext represents a possible source
of errors, where extra heuristics are used to filter out non prostate cancer related diagnostic reports
ensuring a maximum text sequence length of 512 words. Therefore, all these elements should be
extensively assessed on a real cohort gathered from multiple sites to determine the model's robust-
ness.

In spite of only providing a proof of concept through TNM stage prediction, our Synthea mod-
ules could supply the underlying data for exploring various use-cases where prediction models could
bridge gaps in clinical routines and significantly reduce the workload of clinicians. For example, one
could use all available information in the EHR to predict the best treatment option for a certain pa-
tient. Moreover, since our synthetically generated longitudinal records are not limited to the diagnosis
work-up, one could use the follow-up data to early predict the chance of encountering a biochemical
recurrence.

In conclusion, we showed that synthetic data generated with Synthea can be used to develop
a variety of smart features usable in clinical practice, while avoiding the privacy related constraints.
Neural networks can be fully trained on synthetic data (or pretrained) and evaluated (or fine-tuned)
only on a relatively small fraction of real patients. An example of use-case is provided by this chapter,
where we demonstrated that models could yield 98.7% (T stage prediction) and over 99.5% (N and
M stages) accuracy in stratifying prostate cancer patients, when qualitative and complete data is
available. However, this work can be extended to a variety of clinical use-cases where processing
longitudinal EHR data can be automated to reduce clinician's workload, make the entire process more
efficient and less error prone. Therefore, we aim at extending the work to predicting the patient's risk
category, which also plays a major role in patient stratification process enabling the selection of the
best treatment option.
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4. Advancements in Trustworthy Al for Clinical Can-
cer Applications

Introduction

Clinical association network for clinically significant prostate cancer prediction
Non-small cell lung cancer sub-type classification

Conclusions

Discussion

4.1 Introduction

Integration of Al technologies in the healthcare industry is currently one of the most active ar-
eas for researchers across the world, mainly due to its outstanding potential in increasing diagnosis
accuracy, providing personalized care plans and ultimately improving patient outcomes.

Deep learning based computer-aided diagnosis (DL-CAD) systems are intended to automate time-
consuming and error-prone processes, significantly reducing clinicians workload while improving the
overall diagnosis accuracy [111]. However, the immediate adoption of such DL-CAD systems in clin-
ical routines is hindered by a set of concerns related to reliability and trustworthiness. Due to their
complexity, Al models are often regarded as black-boxes which may contravene with ethical princi-
ples of health care delivery. Among all industries, decisions made in the health care sectors carry
tremendous risks for patients well being through unintended consequences. The inherent lack of
transparency specific to deep learning models is raising skepticism across clinicians and their pa-
tients in following suggestions coming from Al, without a solid understanding of the rationale behind
its decision making process. The increased complexity of DL algorithms as compared to classical ma-
chine learning approaches make them less transparent, preventing them from being widely adopted
despite their potential. Therefore, the current dilemma stems from a chain of trade-offs: (1) between
architectural complexity and the potential of solving complex problems and (2) between algorithm
complexity and decision making process transparency.

Moreover, Al algorithms rely extensively on learning patterns from the underlying training data
[4], making them highly susceptible to inductive biases. Therefore, a rigorous model evaluation and
characterization should be performed to assess its robustness, including, for instance, testing on
data collected from multiple institutions, and also reflecting all possible scenarios that could occur in
clinical practice. However, DL prediction models by nature tend to be overconfident in their reasoning
when provided with data samples under-represented in their underlying training database, which
might lead to incorrect decisions that could harm patients well being.

Understanding the reasoning of a machine learning model to reach at a certain prediction is cru-
cially important for increasing its trustworthiness, and thus moving closer towards embedding such
solutions in various stages of clinical pipelines. In the past decade, multiple studies attempted to
attribute importance scores to input features with respect to model predictions as an indicative of
the relative impact they have on the reasoning process [24, 25, 26, 27, 28]. Lundberg et. al. [27]
proposed a stochastic method to assign Shapely values to each input of a machine learning model by
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randomly sampling coalitions between features and assessing their effect on the prediction. Com-
ing from the collaborative game theory, Shapely values split the reward (model prediction) across
players (input features) based on their contribution to the outcome. Therefore, in the context of ML
they represent quantitative measures of the relative impact that each considered feature had on the
inference.

By incorporating such techniques in the overall pipeline, predictions made by Al algorithms could
be accompanied by explanations that would allow clinicians to assess relatively difficult or uncom-
mon cases where models could be prone to failure. Nevertheless, transparency gains could build trust
in such DL-CAD systems unlocking potential benefits in terms of diagnosis accuracy and patient out-
come. However, besides the interpretability and explanability properties, for a complete recipe to
trustworthy Al, a deep learning solution should also be conferred with capabilities to identify difficult
cases where predictions are rather uncertain. Data samples could have high uncertainty levels due
to multiple factors, including noisy or corrupted acquisitions, miss-labeling or inter-user variability
effects on the model training [4], new cases being out of the underlying training data, etc.

Model ensembles [34] have been proven to achieve state of the art performance on a variety
of biomedical segmentation challenges [33] by aggregating predictions of multiple model instances
trained on different data fractions. Besides a generally improved performance as compared to stan-
dard training, ensembles are advantageously able to quantify an uncertainty score by computing the
prediction variability across all model instances, or the fraction of all predictions being in agreement
[31, 32]. Therefore, an Al based solution could identify difficult cases based on these uncertainty
estimations and request radiologists assistance, thus increasing the overall robustness of the entire
pipeline.

Overall, DL-CAD systems that exhibit transparency by providing explainable and interpretable
predictions as well as uncertainty estimates could bridge the trust related gaps that are currently
preventing these methods from general adoption in clinical routine, unlocking the potential promised
by Al in improving patient care while significantly reducing the workload experienced nowadays by
health care practitioners. In this chapter we explore how standard deep learning models could bene-
fit from being enriched with explainability and uncertainty quantification capabilities, that could po-
tentially bring them closer to the concept of trustworthy Al. Specifically, our contribution could be
outlined as follows:

B We explore the feasibility of employing a Shap analysis [27] in explaining the reasoning of
DL models in solving two clinically relevant tasks, namely clinical significant prostate cancer
(csPCa) prediction and non-small cell lung cancer (NSCLC) subtype classification.

O We propose ensemble based uncertainty estimations to identify uncommon or contradicting
mutational patterns in a publicly available genomics dataset and thus elucidate limitations of
current predictive models in representing heterogeneous data.

This chapter is organized as follows: Section 4.2 describes how a state of the art lesion detection
algorithm can benefit from additional clinical information in identifying clinically significant cases of
prostate cancer. Besides an overall improved performance, Shapely values are providing excellent
insights into how the additional inputs influenced the model reasoning process. Section 4.3 presents
a deep learning solution to classify NSCLC into subtypes based on genomics data. With an accurate
classification being extremely important for treatment planning, uncertainty estimations and Shapely
based explanations were employed in increasing the model’s robustness. Finally, overall conclusions
are drawn in section 4.4 while all approaches presented herein are discussed in 4.5.
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4.2 Clinical association network for clinically significant prostate cancer
prediction

4.2.1 Use-case introduction

Prostate cancer (PCa) is the second leading cause of cancer death among men in the US and
the first in terms of estimated new cases (1 in 8 men will be so diagnosed during his lifetime) [83].
Prostate specific antigen (PSA) is the established way to initially identify a patient as being suspi-
cious of having prostate cancer and recommend a confirmatory prostate biopsy, an invasive and
risky procedure. However, since PSA can also fluctuate due to non-malignant factors its specificity
is low [112], leading to a significant number of overdiagnosis and overtreatment. Multi-parametric
Magnetic Resonance Imaging (mpMRI) has been widely adopted in clinical routine to better triage
the patients with abnormal PSA levels helping 27% of them to avoid an unnecessary primary biopsy
while detecting up to 18% more clinically significant prostate cancers (cs-PCa) [113]. Prostate Imag-
ing Reporting and Data System (PI-RADS v2) [114] is a commonly used system to localize and report
suspicious lesions within the prostate ranking them with a score from 1 to 5 (any lesion scored above
2 is regarded as malignant). However, reading an mpMRI series is a time-consuming task, it requires
a high level of expertise [115] and the inter-user agreement in assigning a PIRADS score is often
rather small [116]. Moreover, according to the guidelines, radiologists are trained to assign a PI-
RADS score while being blinded to the clinical and demographics parameters, which in addition to
the mpMRI study might carry valuable clues in diagnosing cs-PCa.

Computer aided diagnosis (CAD) systems could be employed to bridge the current gaps within
the PI-RADS scoring system by automating the process while preserving (or even outperforming)
the radiologists performance (in a consensus framework). While many CAD systems candidates are
reaching comparable sensitivity to the clinicians, they are still not sufficiently specific [117].

Multiple studies have demonstrated the effectiveness of jointly assessing clinical parameters
and imaging information for a better patient stratification [118, 119, 120]. However, these models
are still dependent on the reading accuracy and might not work consistently across various sites
or various radiologist experience levels. Nonetheless, the idea of using clinical information to guide
imaging interpretation could be successfully adopted in CAD systems to enhance their robustness
[112].

In this section we're aiming at improving the performance of CAD systems by adding an extra
clinical correction phase in the pipeline. Specifically, we employ a deep neural network to adjust the
prediction of a proposed state of the art system [117] based on a series of clinical (e.g. PSA, PSA den-
sity, gland volume) and demographics (e.g. age) information. Moreover, we conduct a Shap analysis
to attribute a relative importance to each input feature with respect to the final prediction to increase
transparency of the DL model by providing explainable outputs.

4.2.2 Methods

We herein propose a clinical correction step to an established pipeline [11] that automates the
diagnosis of PCa and cs-PCa through a series of machine learning algorithms that sequentially per-
form gland segmentation, lesion detection, false positive reduction and lesion qualification. First, a
preprocessing phase is extracting the T2-Weighted (T2W) and Dynamic Weighted Images (DWI) se-
ries from the DICOMs and computes an ADC map and a synthetic high-b DWI (b=2000). Next, as
depicted in Figure 4.1 a full-gland segmentation model [121] is used to detect the prostate in T2W
and DWI series and create a 3D mask which will serve as an input to the subsequent lesion detection
model. Following the methods presented in [117, 111], a 3D fully convolutional neural network is
used to detect lesion candidates within the prostate and then a multiscale false positive reduction
(FPR) network is employed to adjust the prediction while preserving the overall sensitivity.
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Figure 4.1: Proposed workflow.

The fully automated pipeline described above outputs a qualification score (QS) that describes
the malignancy of a lesion solely based on bi-parametric MRI images. Given that clinical informa-
tion might hold additional predictive capacity, we propose an extra correction phase where QS score
is combined with additional features to refine the overall malignancy prediction. To that extent, we
combine outputs of the initial pipeline with additional clinical parameters and employ a neural net-
work, further referred to as clinical association net, in predicting whether a certain lesion is clinically
significant.

4.2.2.1 Dataset

We gathered anonymized data from 11 sites from different countries ensuring heterogeneity,
leading to an increased generalizability potential of the final model. The dataset consists in 2261
patients with clinical (e.g. PSA, PSAD), demographics (e.g. age) and imaging data (multiparametric
MRI series along with a PIRADS score assigned by experienced radiologists prospectively with PSA)
recorded. 48.7% of these patients have been diagnosed with prostate cancer through a targeted
biopsy as a consequence of an abnormal mpMRI (PIRADS >= 3) out of which 59% have been found
with clinically significant disease (GG > 2). Since most of the sites do not perform systematic biopsies
as a part of their clinical routine, we considered negative cases as the ones with a PIRADS score
less than 2. All the cases where the PIRADS was above 2 and no Gleason score available have been
excluded. Table 4.1 shows the overall statistics of the dataset.

Table 4.1: Dataset information.

Gleason group O Gleason group 1 Gleason group >= 2

N =1160 N=451 N =650
PSA [ng/dL] 9.08 (+9.25) 8.56 (+7.48) 16.55 (+30.72)
PSAD [ng/dL/cc] 0.16 (+0.21) 0.22 (+0.28) 0.45 (+0.74)
Volume [cc] 66.14 (+39.3) 46.88 (+£24.99) 41.65 (+23.03)
Age [years] 63.83 (+7.72) 64.65 (£7.23) 67.06 (+7.52)
PI-RADS 2.12 (+0.83) 3.54 (+1.15) 4.31(4+0.82)
Gleason group 0 1 3.03(£+1.13)
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4.2.2.2 Lesion Qualification network

As proposed in [117] all lesions identified and confirmed by the detection and FPR models are
then inspected by a qualification model, which assigns a qualification score (QS) based on a series
of 8 input features: detection probability, FPR reduction probability, proportion of lesion extent in
the peripheral zone, median ADC value of all non-lesion voxels, 50th, 20th and 10th percentile of
ADC value within each lesion, and lesion volume computed from the 3D heatmap produced by the
detection network. The qualification model has a simple fully-connected architecture with 2 hidden
layers of 32 neurons each. A dropout layer with a droppage rate of 0.5 has been used between the
second hidden layer and the output for regularization. The qualification score produced by this model
can be used per-se to predict PCa and/or cs-PCa solely based on the mpMRI series. Therefore, the
system proposed in this section can still infer when additional clinical data is not available, but with
limited performance as shown in section 4.2.3.

4.2.2.3 C(Clinical association network

Both the FPR reduction probability and qualification score can be thresholded per-se to predict
PCa or cs-PCa. However, we herein propose an extra phase, where we aim to add available clin-
ical information in the analysis to further enhance the system’s performance. We further refer to
this step as a clinical correction phase, where we employ another neural network in adjusting ma-
lignancy prediction based on the extra data the network is provided with. This is yet another simple
fully-connected neural network with 3 hidden layers activated by hyperbolic tangent functions, while
the output layer consists of one neuron activated by a sigmoid function. Similar to the qualification
network, a dropout layer has been used to regularize the model, stochastically cutting-off 20% of
the connections between the last hidden layer and the output. To assess the impact of each clini-
cal/demographic feature independently we perform a multivariate analysis consisting in 10 different
experiments: QS + Age, QS + PSA, QS + PSA density (PSAD), QS + Volume, QS + PSAD + Volume, QS
+ Age + PSA, QS + Age + PSAD, QS + Age + Volume, QS + Age + PSAD + Volume, QS + Age + PSA +
PSAD + Volume.

The clinical association network has been trained to minimize a binary cross entropy (BCE) loss
function for 300 epochs. However, a model checkpoint callback was used to perform a better model
selection, saving the best set of parameters w.r.t. the loss on the validation set. Optimization has
been done using the Adam optimizer with an initial learning rate of 0.0001 and a batch size of 64. To
account for class-imbalance (especially in cs-PCa prediction use-case) we defined class weights to
emphasize on the examples from the minority class.

A stratified 5-fold cross-validation scheme has been used to mitigate train-validation split biases,
hence distinct batches of 20% of the data are used iteratively as a validation set. To increase model
robustness, the final score is obtained by averaging the 5 per-fold scores yielded by each individual
model. To avoid any biases stemming from institutional differences, the final generalization capability
of the ensemble was performed on a held-out set provided by a data site not seen during the training.
Additionally, an 100 times bootstrapping with repetition procedure was applied in the performance
computation phase to assess the AUC stability across various testing sets.

4.2.3 Results
Multivariate analysis

As depicted in Table 4.2, the clinical PIRADS as assigned by the radiologists can predict PCa with
an AUC of 0.904 while the QS only achieves 0.852. However, the clinical correction network improves
over the QS significantly in most of the cases, especially when the total gland volume is taken into
consideration: when only adding the volume to the QS, the correction network achieves in AUC of
0.902, thus reaching the radiologist performance (p-value = 7.87e-01, indicating that there is no
statistically significant difference between our model output and the clinical PIRADS).
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Table 4.2: Multivariate analysis results.

\ PCa cs-PCa
PIRADS AlQua DLAUC | PIRADS AlQua DLAUC

AUC Score AUC Score

AUC AUC

QS + Age 0.904 0.852 0.854 0.899 0.841 0.865
QS + Volume 0.904 0.852 0.902 0.899 0.841 0.899
QS + PSA 0.904 0.852 0.866 0.899 0.841 0.857
QS + PSAD 0.904 0.852 0.869 0.899 0.841 0.867
QS + PSAD + Volume 0.904 0.852 0.897 0.899 0.841 0.890
QS + Age + Volume 0.904 0.852 0.895 0.899 0.841 0.904
QS + Age + PSA 0.904 0.852 0.855 0.899 0.841 0.867
QS + Age + PSAD 0.904 0.852 0.852 0.899 0.841 0.873
QS + Age + PSAD + Volume 0.904 0.852 0.894 0.899 0.841 0.908
QS + Age + PSA + PSAD + Volume | 0.904 0.852 0.897 0.899 0.841 0.906

In terms of cs-PCa the clinical PI-RADS have an AUC of 0.899 while the QS have an AUC of 0.841.
Consistent with the results on PCa prediction, volume information seems to offer the largest incre-
ment in cs-PCa prediction accuracy, improving over the QS with 5.8 points in the AUC, comparable
to the radiologist performance. However, in contrast to PCa prediction, age seem to carry additive
predictive power further improving the AUC to 0.904, outperforming the clinical PIRADS. Neverthe-
less, PSAD used in conjunction with the QS, age and gland volume further improves the AUC to 0.908,
outperforming clinical PIRADS by 0.9 points in the AUC.

4.2.3.1 Explainability and Interpretability

While the benefits of such an autonomous solution are incontestable there is a high level of suspi-
cion in regards to the way a DL model is reaching at a certain conclusion. Although their effectiveness
have been heavily demonstrated by the scientific community within the last decade, deep learning
algorithms are mainly seen as “black boxes” often preventing them from adoption in the clinical rou-
tine [4]. Therefore, this section presents the results of a Shap analysis [27] employed in providing
explanations on how our proposed clinical association network make use of additional parameters in
its reasoning process.

Figure 4.2 shows an overall Shap analysis that describes the relative impact that each considered
input parameter has on the model output. Crisp values of various parameters are reflected by the
color-map, low values being depicted in blue, while red dots represent high values. Each of the con-
sidered parameters employed herein can influence model predictions up to certain extent, which is
denoted on the x axis. Therefore, concerning the relative impact they have on cs-PCa prediction, the
following ranking of our proposed parameters is obtained: QS, Volume, Age, PSAD and PSA.

Apart from the qualification score, the most predictive feature is the total gland volume which can
shift the model output by approximately = 20% as follows: the large glands seem to reduce the risk
of csPCa while the small ones seem to do the opposite. In contrast, the patient age shows a positive
correlation with the QS, positively shifting the prediction with age. The same applies to PSA and PSAD
which are positively correlated with the outcome, but with relatively lower impact. Overall, figure 4.2
demonstrates that each additional parameter we considered has a certain impact on predictions, and
thus, the performance gain produced by the clinical correction phase has a steady foundation.
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Figure 4.2: Global Shap analysis for increased explainability.

Such global level analysis increases the transparency through providing explanations of how each
input plays its role in the inference, across the entire testing cohort. By assessing these results, clin-
icians could better understand and link the patterns learned by neural networks during the training
with clinical situations they have experienced, and therefore increase their trust in such solutions.
However, Shap analysis can also be performed at sample level and delivered as a tool to make real
time model predictions interpretable.

4.2.4 Conclusions

As noted in section 4.2.3, the clinical correction neural network improves over the qualification
score significantly making the entire CAD system outcome comparable to the clinical PIRADS as-
signed in consensus by experienced radiologists. Moreover, when gland volume is taken into account,
the proposed CAD system outperform the clinical PIRADS by a small margin while being completely
autonomous.

Following a similar approach, we have demonstrated that not only QS can benefit from additional
clinical information, but also the PI-RADS score: from a median AUC of 0.904, our multivariate anal-
ysis revealed an improvement of 0.012 points in AUC when age and PSA were taken into account,
while the addition of gland volume further improved the median AUC to over 0.93.

Nonetheless, we increased model transparency by running a Shap analysis that assigns a relative
importance score to each input feature w.r.t. the predicted risk of clinically significant prostate can-
cer. Moreover, we have provided instance level explanations for all classifications scenarios, namely
TP, TN, FP and FN predictions, showing the inter-dependencies across features. For instance, age,
volume and QS individual impact on the output probability differ based on the state of all other vari-
ables considered, which in conjunction with the improved performance we obtained proves that our
model learned relevant patterns and correlations in the training data.

4.2.5 Discussion

This section provided an example of how additional information can be incorporated, when avail-
able, in a fully autonomous solution to increase its overall performance and stability. Specifically, we
have demonstrated how clinical and demographics features could be used to improve the accuracy of
a DL-CAD system that analyzes bi-parametric MRl images and assigns a malignancy score, and also,
the discriminative power of the PI-RADS score as assigned by radiologists. Furthermore, a feature
importance inferring algorithm was employed in elucidating the reasoning of our proposed clinical
association network, increasing transparency, and thus, the trustworthiness of this solution.

39



Noteworthy, this work represents a proof of concept rather than an established solution, and
therefore must be carefully polished to achieve its highest potential. Firstly, in the current work we
have investigated how Shap analysis can provide explainable predictions of deep neural networks by
only considering the final module of the pipeline, namely the clinical association network proposed in
this section. Therefore, the exact way that the initial DL-CAD system produced the qualification score
still remains unclear, hindering the overall interpretability and explainability of the pipeline. Extending
this analysis to the entire end-to-end solution represents a future direction of this work.

Secondly, the entire workflow is currently covered by multiple independent modules. The advan-
tage of this approach is that intermediate outcomes can be used to make a prediction if data required
by subsequent models is not available for a specific patient. On the other hand, this approach can
suffer from error propagation if one of the initial modules fails. An alternative solution would be an
end-to-end framework to create a single model covering all the tasks described above, while taking
full advantage of a richer feedback signal provided through a multi-task training scheme. However,
such approach could hinder the overall pipeline transparency due to an increased complexity.

Lastly, for the clinical association network we only took into consideration a limited set of features
that were available in our data. However, in clinical practice additional parameters might be valuable
in discriminating clinically significant prostate cancer, including other clinical parameters (e.g. testos-
terone levels), other imaging studies, genomics profiles, etc. Extending the current analysis with ad-
ditional patientinformation might yield significant improvements in accuracy by providing the ground
for a better disease stratification. Nevertheless, some types of data might not be widely assessed
in clinical routine, and therefore, from a feasibility perspective, should be integrated as optional pa-
rameters.

Beyond the DL-CAD system being employed herein, our findings suggest that even the PI-RADS
scoring system may benefit from additional information available in EHRs. While the current guide-
lines suggest that the readers should be blindfolded to any clinical or demographics features, thus as-
signing a PI-RADS score solely based on multi-parametric MRI images, our results prove that mean-
ingful patterns could be learned to enhance the PI-RADS performance in separating clinically signif-
icant lesions from the others.

Overall, we have demonstrated that an increased performance can be obtained when imaging
is combined with other types of data and further jointly modeled by machine learning algorithms
that can identify meaningful patterns and use them to predict certain outcomes. Besides a rigorous
evaluation, DL-CAD systems should be enriched with explainability and interpretability properties to
become trustworthy, potentially unlocking tremendous benefits for clinicians and their patients.

4.3 Non-small cell lung cancer subtype classification’

4.3.1 Use-case introduction

Next-generation sequencing (NGS)-based genotyping technologies are increasingly being em-
ployed to support clinical decision-making. The standard approach to developing diagnostic, prog-
nostic, or predictive models based on NGS-generated high-dimensional data is to preselect a small
number of biomarkers, e.g., gene mutations that are identified to be independently associated with
the phenotype of interest, and restrict training of a basic statistical model to this restricted set of
biomarkers, e.g., to predict survival benefit from immunotherapies[123, 124].

In fact, disease etiology and treatment response are often complex, affected by a multitude of
genomic alterations, each exerting a small effect on the phenotype. Therefore, it is expected that
the consideration of all identified alterations broadens the range of phenotype risk. However, due
to the high dimensionality of genomic data, inherent genetic heterogeneity, as well as small patient
cohorts, the robust training of predictive models is challenging[125].

"This section describes experiments done in [122], which represents previously published work of the author, under
the PhD research program.
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Functional readouts of cellular activity and physiological status as provided by ‘'omics technolo-
gies such as RNA sequencing, measuring genome-wide changes in mRNA expression, are expected
to have greater capacity to inform clinical management decisions, including diagnosis, prognosis,
treatment selection, and monitoring. Ideally, ‘omics technologies that capture the complex molecular
interplay within and across different biological levels should be combined[126]. Still, due to practical
and financial reasons, genomics is the most clinically adopted ‘omics modality to date[127, 128, 129,
126].

In cancer, histology-based classification of tumors reflects different clinical presentation and course
of the disease. Forinstance, lung cancers are classified as small-cell (SCLC) or non-small cell (NSCLC).
In addition, NSCLCs are further subdivided into subtypes such as lung adenocarcinoma (LUAD) and
lung squamous cell carcinoma (LUSC). While histology-based determination may be inconclusive, LU-
ADs and LUSCs show distinct genetic drivers and cellular signaling activities[130], influenced by the
cell type of origin[131].

Importantly, different prognostic determinants have beenidentified in LUAD vs. LUSC, which also
partly show opposite impact on clinical outcome[132]. In addition, NSCLC histology was found to be
predictive of treatment response. For instance, platinum-based adjuvant chemotherapy for patients
with completely resected early-stage NSCLC conferred a survival benefit in LUSCs but not LUAD[133].
In contrast, pemetrexed chemotherapy only showed improved efficacy compared to other standard
treatment options in patients with advanced non-squamous NSCLC[134]. NSCLC histology is also
considered predictive of response to targeted therapies and immunotherapies in the latest ASCO
guidelines for late-stage NSCLC patients with[135] and without[136] actionable driver alterations.
The combined treatment of NSCLC with chemotherapy and immunotherapy is the subject of ongoing
investigations as part of clinical trials[137].

Analogous to the differential response to anticancer drugs, the dose effect of stereotactic body
radiation therapy (SBRT) has also been described to differ between NSCLC subtypes[138, 139], with
an increased local failure rate in patients with LUSC, indicating the need for histology-specific treat-
ment adjustment. Therefore, knowledge of NSCLC histology is essential in the optimized selection
from available therapy options.

In this work, we aimed at improving NSCLC subtype classification from mutational data and de-
veloped a deep genomic profiling model that, in addition to LUAD and LUSC samples, simultaneously
learns from adenocarcinoma (AD) and squamous cell carcinoma (SCC) samples of other tissue types
and that is regularized using a neural network model trained from gene expression data. Notably,
classification performance can be improved on samples with confident predictions, identified with an
ensemble approach capturing prediction uncertainties. Moreover, uncertainty estimates of misclas-
sified samples indicate limitations of the current NSCLC classification scheme in representing muta-
tional heterogeneity within subtypes, potentially impeding the prediction of treatment outcome.

4.3.2 Results

To establish a baseline, we trained a genomic profiling model consisting of a multilayer perceptron
(MLP) to classify NSCLC samples into LUAD and LUSC subtypes using mutational data. This baseline
model achieved an area under the receiver operating characteristic (ROC) curve (AUC) of 0.82 as a
measure of classification performance on test samples using a 10-fold cross-validation scheme.

Expression-based regularization improves the manifold, without improving classification perfor-
mance

The classification performance of the baseline genomic profiling model could not be exceeded, ir-
respective of different training and model parameter configurations tested, demonstrating the chal-
lenge this sparse, high-dimensional genomic dataset presents. To overcome this challenge, we cre-
ated an extended dataset by augmenting the NSCLC dataset with additional AD and SCC samples of
non-NSCLC histology. This extended dataset served as a regularizer by training a genomic profiling
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model to simultaneously classify AD and SCC samples of the lung as well as other tissue types using
two prediction heads. However, the classification performance on NSCLC samples did not signifi-
cantly improve over the baseline genomic profiling model.

Since NSCLC subtypes were found to be distinct at the transcriptomic level[130], we further
aimed at improving NSCLC classification accuracy by regularizing training of the genomic profiling
model with the latent representation learned by a gene expression-based profiling model, thereby
obtaining an expression-aware genomic profiling model. Like previous reports, performance of the
expression-based profiling model in classifying NSCLC subtypes, achieves an AUC of 0.98 (+ 0.01).
However, regularized training did not succeed in leveraging the prediction capacity of the expression-
based profiling model to improve the classification performance of the expression-aware over the
baseline genomic profiling model.

Prediction uncertainty estimates enable increased performance on confident samples

The results indicate an inherent complexity and ambiguity in terms of how the genomic profile
translates into cellular activity and physiological status. Capturing this uncertainty within the model
might allow ambiguous samples to be identified and rejected, while improving the performance on
remaining samples. To this end, we employed a bootstrap aggregating (also called bagging) approach
to train an ensemble of one hundred expression-aware genomic profiling models and calculated an
aggregated prediction score by averaging prediction values of all models predicting the majority pre-
dicted NSCLC subtype.
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Figure 4.3: Performance of an ensemble of expression-aware genomic profiling models trained to
classify NSCLC subtypes using mutational data of the extended dataset. (a) Distribution of the ma-
jority size as uncertainty estimate for different classification categories, with TP, FN, TN, and FP cor-
responding to true positive, false negative, true negative, and false positive predictions, respectively.
(b) Performance of the model calculated with (red) and without (blue) uncertainty-based weighting of
samples. (c) Performance of the model when applying different uncertainty estimate thresholds and
rejecting respective test samples. In addition to the applied threshold, the legend lists the fraction of
rejected in all samples.

Although the classification performance of the ensemble remained unchanged (Fig. 4.3(b), blue
ROC curve), the ensemble enabled inconclusive samples to be identified by calculating the fraction
of models predicting the majority predicted NSCLC subtype (termed majority size) as a measure of
prediction uncertainty.

Figure 4.3(a) shows the agreement between the models of the ensemble separately for each
classification category. Since the agreement is greater for correctly classified (TP and TN) as opposed
to misclassified (FP and FN) samples, the majority size turned out to be a reasonable measure of
prediction uncertainty.
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Indeed, the AUC could be increased by 0.02 when utilizing the uncertainty estimates as weights in
the calculation of the ROC curve (Fig. 4.3(b), red ROC curve). Besides, a threshold value can be applied
toreject samples with high prediction uncertainty and, as aresult, increase classification performance
on remaining samples, as demonstrated in Fig. 4.3(c). Crucially, the AUC monotonically increased the
more restrictive the threshold applied. However, there is a tradeoff between classification perfor-
mance and the fraction of rejected samples. For instance, imposing a minimum majority size of 0.75
increased the AUC to 0.87 but also implicated the rejection of 21 % of the test samples. Likewise, the
AUC exceeded 0.9 when applying a more restrictive threshold of 0.95, with the downside that nearly
half of the test samples were rejected.

Conflicting mutational patterns limit classification performance

To estimate the contribution of each feature, i.e., the mutational status of each gene, to model
predictions, we conducted a SHAP (SHapley Additive exPlanations) analysis using KernelSHAP[27].
This local explainability model trains a surrogate model to learn the Shapley values of different fea-
ture combinations (termed coalitions) as its weights and calculates the average contribution of each
feature to the predictions of different coalitions in comparison to the average prediction across all
samples.

We also estimated the contribution of the mutational status of individual genes to prediction
uncertainty. Overall, 19 of the 20 most important genes, corresponding to genes that are recurrently
mutated in NSCLC, are identical. However, gene mutations can show opposite effects on prediction
uncertainty, depending on co-occurring mutations.

This effect cannot be detected when contrasting SHAP analyses of correctly to incorrectly clas-
sified LUAD samples with respect to model predictions (Figs. 4.4(a) and 4.4(b)). However, a SHAP
analysis with respect to prediction uncertainties (Figs. 4.4(e) and 4.4(f)) reveals that mutations in
genes indicative of LUAD, e.g., KRAS, can increase prediction uncertainty due to conflicting mutations
in other genes (Fig. 4.4(f)). Similar effects can be observed in correctly vs. incorrectly classified LUSC
samples (Figs. 4.4(c), 4.4(d), 4.4(g), and 4.4(h)).

To explore such mutational patterns on the instance level, the waterfall plots in Figs. 4.5(a) and
4.5(b) illustrate the contribution of the mutational status of individual genes to a correct and an incor-
rect prediction of two selected LUAD samples, respectively. While the mutation in KRAS has a large
impact on correctly classifying TCGA-05-4390-01 as a LUAD sample, the inconclusive mutational
pattern in LUAD sample TCGA-93-A4JN-01, comprising mutated ATM but also non-mutated KRAS,
increases prediction uncertainty (Fig. 4.5(f)) due to opposing effects on model prediction (Fig. 4.5(b)).
In contrast, in LUAD sample TCGA-05-4390-01, mutated ATM decreases prediction uncertainty due
to a co-occurring mutation in KRAS (Fig. 4.5(e)).

Similarly, correct vs. incorrect classifications of LUSC samples can also be attributed to more
vs. less consistent mutational patterns, as exemplified with LUSC samples TCGA-85-7698-01 (Figs.
4.5(c) and 4.5(g)) and TCGA-66-2727-01 (Figs. 4.5(d) and 4.5(h)), respectively.

From these observations, we deduce samples with higher prediction uncertainty to exhibit mu-
tational patterns that are ambiguous with respect to NSCLC histology, which could be indicative of
mixed-type histologies. To investigate this further, and due to the lack of a corresponding label (sam-
ples are annotated as either LUAD or LUSC), we selected the most confident driver genes for LUAD
(BRAF, EGFR, KRAS, and STK11) and LUSC (CDKN2A, NFE2L2, PIK3CA, and PTEN) and show a com-
parative analysis between samples carrying a mutated LUAD driver, a mutated LUSC driver gene, or
both (mixed driver mutations) as a proxy of mixed-type histology. Remarkably, the classification per-
formance of our genomic profiling model is comparable across all subgroups (Fig. 4.6(a)). Moreover,
predictions of mixed driver samples show a trend towards intermediate prediction uncertainty esti-
mates (Fig. 4.6(b)). Finally, the separation of progression-free survival (PFS) curves underlines the
clinical relevance of the mixed driver subgroup (Fig. 4.6(c)).
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Figure 4.4: Cohort-level SHAP summaries showing the contribution of the mutational status of the
20 genes with greatest impact on (a-d) model prediction and (e-h) prediction uncertainty for different
prediction categories: (a, e) true positive (TP), (b, f) false negative (FN), (c, g) true negative (TN), and (d,
h) false positive (FP) predictions, respectively. The analysis is based on predictions of the ensemble
of expression-aware genomic profiling models trained to classify NSCLC subtypes using mutational
data of the extended dataset.

4.3.3 Discussion

The capability of our deep genomic profiling model to assess the confidence in a prediction per-
mits the identification of indeterminate or out-of-distribution samples, which is indispensable for
deep learning approaches to become accepted and implemented in clinical practice. In this work, we
trained an ensemble of one hundred genomic profiling models. While the size of the ensemble can
still be optimized to reduce computing resources, we can also imagine a teacher-student learning
setup, providing a distilled model that is more practical for clinical application[140].

Overall, the estimation of prediction uncertainties facilitates the investigation of model predic-
tions, as the contributions of features cannot only be assessed with respect to model predictions but
also prediction uncertainties. In fact, such an analysis identified co-occurring mutations indicative of
both NSCLC subtypes in misclassified samples, which explains the limited performance observed in
classifying NSCLC subtypes using mutational data and questions the current NSCLC subtype classi-
fication to adequately represent inherent mutational heterogeneity. This observation is of particular
importance as specific mutational patterns in NSCLC have also been linked to clinical heterogene-
ity[141]. For instance, in non-squamous NSCLC, KRAS mutation has been shown to interact with
co-occurring mutations in TP53, STK11, PTPRD, RBM10, and ATM with respect to immune check-
point inhibitor efficacy[142]. Most of such interactions originate from tumor-initiating mutations in
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Figure 4.5: Waterfall plots of SHAP feature attributions showing the contribution of the mutational
status of the nine genes with greatest impact on (a-d) model prediction and (e-h) prediction uncer-
tainty for selected samples, representing (a, e) a correctly and (b, f) an incorrectly classified LUAD
sample with low and high prediction uncertainty, as well as (c, g) a correctly and (d, f) an incorrectly
classified LUSC sample with low and high prediction uncertainty, respectively. f(x) corresponds to (a-
d) the prediction value (1 = LUAD, 0 = LUSC) and (b) its associated prediction uncertainty (1 = lowest,
0.5 = highest uncertainty), respectively. Plots are aligned at the average prediction across all test
samples, E[(f(x)]. Feature values of 0 and 1 correspond to non-mutated and mutated genes, respec-
tively. Predictions are based on the ensemble of expression-aware genomic profiling models trained
to classify NSCLC subtypes using mutational data of the extended dataset.

KRAS, TP53, and EGFR[143], resulting in exclusivity patterns that have been found to be associated
with response to both targeted[144] and immunotherapy[145].

As input to our model, we used a binary encoding of the mutational status of each gene. However,
more details on the functional impact could be used, e.g., by separately considering low, medium, and
high impact mutations, as obtained from Variant Effect Predictor (VEP)[146]. Furthermore, summary
statistics could be constrained to mutational hotspots or gene regions encoding structural domains.
However, both approaches may increase sparsity.

To deal with the curse of dimensionality, where the variance between samples becomes large and
sparse[126], the integration of prior knowledge about direct[147] or indirect [148] protein-protein
interactions as relational inductive bias may help to effectively reduce the parameter space relative to
the naive approach of modeling all interactions terms and, thus, may allow robust training of complex
models on small cohorts.

Since our expression-aware genomic profiling model captures mutational patterns linked to his-
tology and treatment efficacy, we anticipate our model to be suited as foundational model of genomic
data for clinically relevant prognostic or predictive downstream tasks. To enhance its generalizability,
regularization based on additional modalities and tasks may need to be integrated to enable learn-
ing a more holistic representation of the phenotype, which emanates from variation across all ‘omics
levels[149].

4.3.4 Materials and Methods
4.3.4.1 Data

Theresults of our work are based upon data generated by the TCGA Research Network: https://
www.cancer.gov/tcga. The derived Pan-Cancer Atlas datasets[131] were downloaded from cBio-
Portal[150]. We only included primary tumor samples of AD and SCC histology for which both muta-
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Figure 4.6: Comparative analysis of NSCLC subgroups based on the presence of a mutated LUAD
driver gene (BRAF, EGFR, KRAS, or STK11), a mutated LUSC driver gene (CDKN2A, NFE2L2, PIK3CA,
or PTEN), or both (mixed driver mutations). (a) Performance of the ensemble of expression-aware
genomic profiling models across subgroups. The dashed line represents the ROC curve of a random
classifier. (b) Distribution of the prediction uncertainty estimate (majority size) across subgroups. (c)
Kaplan-Meier curves of progression-free survival (PFS) across subgroups.

tion and expression data were available. Furthermore, we restricted our analysis to genes annotated
in the Cancer Gene Census (CGC) of the Catalogue of Somatic Mutations In Cancer (COSMIC, version
95)[151], excluding genes for which either mutation or expression data was not available, yielding
713 genes. Finally, we removed samples with incomplete data for the selected genes.

Progression-free survival analyses were conducted on a subset of 497 LUAD and 476 LUSC sam-
ples for which progression-free status annotations were available.

4.3.4.2 Methodology

Model training comprised two phases. First, a gene expression-based model (termed expression-
based profiling model) was trained to classify samples into NSCLC subtypes by minimizing the sum
of two binary cross entropy (BCE) loss terms (one for each prediction head). Subsequently, a gene
mutation-based model (termed expression-aware genomic profiling model) was trained on the same
classification task by adding to the loss an L2 regularization term that is calculated between the latent
representation of the mutation-based model and the latent representation of the expression-based
model.

Due to the small number of available samples, all experiments were conducted using a stratified
10-fold cross-validation scheme. While, in each iteration, one fold was held back as testing set, the
samples of the remaining nine folds were further partitioned into a training (80%) and a validation set
(20%), again stratified with respect to NSCLC subtype. To train an ensemble of one hundred models,
the training set was bootstrapped a hundred times, resulting in one hundred bootstrap samples (each
serving as training set for one model). The bootstrap samples were the same size as the training set.
The prediction score of the ensemble of models was obtained by averaging prediction values of all
models predicting the majority predicted NSCLC subtype. To aggregate the results across testing
folds, we averaged the true and false positive rates at each possible operating pointin the ROC curve
and calculated the AUC afterwards. Prediction uncertainties were calculated as the fraction of models
predicting the majority predicted NSCLC subtype in all models of the ensemble (termed majority size).

The models were trained using the Adam optimizer with an initial learning rate of 10~ and a
batch size of 64. To counteract potential class imbalance effects, we sampled each training batch
using a weighted random sampler[152]. Within each cross-validation iteration, the best model was
selected as the one with minimum loss on the validation set, using a patience of 20 epochs. To en-
able optimal knowledge transfer from the expression-based profiling model, the expression-aware
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genomic profiling model was trained using only the L2 regularization term for 30 epochs (empirically
determined from learning curves), before switching on the task-specific loss terms.

To create NSCLC subgroups based on the presence of a mutated LUAD driver gene, a mutated
LUSC driver gene, or both (mixed driver mutations), we selected the most confident driver genes in
either LUAD (BRAF, EGFR, KRAS, STK11) or LUSC (CDKN2A, NFE2L2, PIK3CA, PTEN) based on a Pan-
Cancer Atlas analysis[153] using a consensus score greater than four. TP53, which is a recurrently
mutated driver gene in both subtypes, was excluded.

4.4 Conclusions

In this chapter we approached the current trustworthiness limitations of deep learning based so-
lutions, exploring the efficiency of two established techniques that address (1) the inherent lack of
transparency and (2) the overconfidence in predicting uncertain samples. While these concerns have
represented a blocker in general adoption of DL-CAD systems in clinical routines, our findings sug-
gest that trustworthy Al can be created by accounting for these limitations when designing specific
solutions.

From an explainability and interpretability standpoint, we herein employed a Shap analysis to
assign relative importance scores to input features, quantifying their impact on the final prediction.
Specifically, we investigated how this approach elucidates the reasoning of two deep neural net-
works in (1) adjusting the output of an existing DL-CAD system to better identify clinically significant
prostate cancer by adding additional clinical and demographics information, and (2) classifying non-
small cell lung cancer into sub-types - namely lung adenocarcinoma (LUAD) and lung squamous cell
carcinoma (LUSC) - based on the patients mutation profiles. For each scenario, we have conducted
two types of analysis, one providing an overview of the feature importance ranking at a cohort level
(overall analysis) and one describing the relative influence of each input on the prediction at a case
level.

The overall analysis provides a clear picture of how selected predictors correlate with the out-
come, being suitable for an initial model evaluation and characterization. By delivering such results,
domain experts could get better insights into what patterns and correlations are getting leveraged
by the model in reaching at certain conclusions, thus significantly increasing its transparency. There-
fore, the reasoning could be either validated or disregarded from an early stage significantly improv-
ing safety related aspects in embedding such DL-CAD solutions in the existing pipelines. On the other
hand, instance level explanations could be employed in real time to further ensure a safe function-
ality of the deployed model. If the reporting is designed to also describe how the system reached at
a certain conclusion clinicians could quickly confirm or infirm its output, thus significantly improving
reliability while maintaining their workload at reasonable levels.

Moreover, uncertainty estimations could be employed to further reduce clinical work burden while
maintaining a trustworthy setting. This chapter presents how model ensembles can be leveraged
to produce such uncertainty scores, allowing the model to identify corner cases that would require
a special attention from clinicians. Examples of such situations could represent uncommon cases
that were not well represented in the training data, ambiguous cases where conflicting patterns oc-
cur, etc. Therefore, uncertainty quantification techniques empower the model to say "I don't know”
rather than attempting to provide error-prone predictions, which represents a mandatory property
of a trustworthy autonomous system. Moreover, certainty estimates accompanying the prediction
significantly reduce the work volume of health care practitioners who could shift their attention only
to the fraction of cases where the DL-CAD system is prone to failure.

Overall, we conclude that each Al based solution should possess the properties described above,
namely explainability, interpretability and uncertainty estimation. We herein demonstrated the out-
standing benefits of delivering a trustworthy system that ensures a safe functionality in practice,
while not drastically increasing the overall complexity of the development process. Therefore, it is
worth to deliver trustworthy Al!
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4.5 Discussion

The findings reported in this chapter reflect that deep learning models, previously regarded as
black-boxes, can be enriched to better reflect the underlying reasoning process that stands behind
their predictions. We showed that explainable Al can be obtained by employing a post-hoc analysis
that provides estimates of how much each input feature weights in building a certain decision, regard-
less to its architectural or optimization complexity. Moreover, besides the initial benefits stemming
from a better model characterization, intepretability techniques can support a trustworthy function-
ality of the system when employed in clinical practice.

Since machine learning algorithms heavily rely on the underlying training data quantity, quality
and completeness, uncertainty estimations represent safeguards that ensure a proper utilization in
practice. This chapter provided evidence on how such estimations identify ambiguous cases that
should be rather handled by domain experts to ensure an adequate health care delivery. Considering
the potential patient harm, each autonomous system should possess such safeguards to minimize
the risk of making errors while maximizing the outstanding benefits promised by Al on patient care.

Noteworthy, the results provided herein only represent a proof of concept, hence not an estab-
lished set of best practices. Other techniques or approaches to make DL-CAD systems explainable,
interpretable and aware of uncertainty might be better suitable from one use-case to another. Forin-
stance, ensemble based uncertainty estimations may not be suitable in real-time applications, where
a maximum inference time limit must be fulfilled. While a trade-off between the number of models
in the ensemble and inference time exists, uncertainty estimates may be less accurate due to limited
individual prediction attempts. However, knowledge distillation techniques could potentially bridge
the aforementioned gap, but assessing its feasibility was not a subject of this work.

From a feature importance standpoint, many studies attempted to solve the transparency is-
sues of deep learning models [24, 25, 26, 27, 28]. While the Shap analysis represents a promising
solution, the KernelShap method engaged in explaining the reasoning of deep neural networks uses
a set of stochastic processes that simulate various coalitions of input features and their impact on
the outcome. Due to potential biases stemming from the sampling strategy, these processes might
represent a source of error. However, explanations of relatively simpler machine learning algorithms
(e.g. RandomForest classifiers) are more reliable by nature as compared to sophisticated solutions.
Therefore, to achieve the best transparency of autonomous systems one guiding principle should
be the usage of minimal complex solutions for a certain task, when the performance metrics do not
justify the opposite.

Moreover, he hypothesize that besides allowing clinicians to assess the reliability of predictions,
explainable Al has the potential to identify possible unknown patterns in the data that could lead to
a better disease understanding. Therefore, such explanations could trigger clinical trials designed
to further explore the impact of various features on certain medical conditions, possibly leading to
groundbreaking discoveries in medicine.

Nevertheless, it is worth mentioning that the benefits of employing DL-CAD systems in appro-
priate settings are not only limited at reducing clinical work burden, but also the overall diagnosis
accuracy. Since diagnostic precision has been shown to be dependent on the radiologist experience
level [11, 10, 9], adoption of such autonomous solutions in clinical routines could represent a tremen-
dous asset in supporting clinicians, especially at the beginning of their careers. For instance, Winkel
et. al. [11] reported a 4 points improvement in AUC when radiologists were accompanied by the DL-
CAD system employed in section 4.2 as a baseline, while the median reading time decreased by over
20%.

Overall, explainability, interpretability and uncertainty awareness represent building blocks to
trustworthy Al, which should nowadays become a standard practice to delivering autonomous solu-
tions in various industries, especially where potential errors could have disastrous consequences to
the end-beneficiary.
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5. Final Conclusions

Final conclusions

Original contributions
Dissemination of Research results
Discussion

5.1 Conclusions

This PhD thesis demonstrates how major challenges in developing deep learning based solu-
tions for various clinical needs can be addressed by employing paradigms such as self-supervision,
synthetic data generation, uncertainty quantification and feature importance estimation. In spite of
holding an outstanding potential in improving current clinical practices, and ultimately patient out-
comes, immediate adoption of Al in healthcare routines is hindered by a set of concerns, including
patient confidentiality, data labeling requirements and trustworthiness aspects.

Recent technological advancements in semiconductor industry and subsequently computational
power have placed healthcare into a transformation phase, substantially changing current practices
towards adoption of minimally invasive diagnosis techniques, image guided therapy planning, deliv-
ery, and health monitoring. While exhibiting tremendous benefits for patients, the current guidelines
have markedly increased the workload of clinical practitioners such as radiologists, thus urging for
appropriate software developments to support a reliable healthcare delivery while maintaining care-
givers work burden at manageable levels. Deep learning based approaches have been shown to be
the current goal standard in approaching various clinical problems, but nowadays the only feasible
training paradigm is supervised learning. To that extent, a proper data labeling step represents a
prerequisite for any DL model training, step that could possibly further increase workload of clinical
practitioners. To this end, chapter 2 presents a self-supervised approach to train neural networks
in extrapolating medical images, where input-output pairs are randomly simulated at training time,
thus not requiring any manual annotation phase.

Moreover, among all types of personal information, healthcare data is one of the most restricted
types as a consequence of being imposed to guarantee patient confidentiality. Although fundamen-
tally correct and efficient, current constrains regarding healthcare data circulation have an adverse
impact on enabling extensive Al exploitation in various clinical scenarios, where current practices
could be improved. While a robust training of machine learning algorithms heavily depends on the
availability of large scale, complete and qualitative datasets, gathering such databases in practice is
often unfeasible. Chapter 3 addresses this obstacle by describing a methodology to create synthetic
longitudinal patient data, free of any privacy related risks, that can be used to train neural networks in
responding to diverse clinical needs. We herein exemplify this idea by approaching a highly relevant
clinical use-case, namely prostate cancer patient stratification.

Nonetheless, Al models are susceptible to delivering incorrect predictions when presented with
samples under represented in their underlying database. The inherent lack of transparency exhib-
ited by deep learning algorithms prevents their end users from genuinely understanding the rea-
soning processes behind certain predictions, hence raising skepticism and reticence in adopting such
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solutions their clinical routines, especially given the enormous negative impact an error could have
on patients well being. Chapter 4 addresses this concern by enhancing DL models with explainabil-
ity, interpretability and uncertainty awareness properties. All these enriched capabilities have been
demonstrated to play a significant role in boosting the DL based systems robustness and stability,
acting as safe-guards to ensure a secure use in clinical routines through an increased transparency.
We herein demonstrated that model ensembles and Shap analysis can be successfully employed
in providing uncertainty estimations and quantitative explanations of how a model inferred certain
outcomes by following a couple of relevant use-cases, namely clinically significant prostate cancer
prediction and non-small cell lung cancer classification

5.1.1 Self supervised learning for thin image extrapolation and registration

Chapter 2 presents a self-supervised learning approach to enhance the robustness of intraoper-
ative CT imaging based guidance systems. Due to the relatively reduced field of view of real time ac-
quisitions, and thus reduced context information, the registration step required to align these images
with high quality preoperative scans is error prone. Therefore, we showed how DL can be success-
fully engaged in expanding the FOV of thin CT images by employing a generative adversarial frame-
work. Results presented in this thesis demonstrate the tremendous positive impact DL can have
on the overall system stability, reducing the median registration errors with an order of magnitude,
ultimately vielding an improved and robust guidance for surgical interventions.

On the other hand, in the context of this study the role of self-supervised learning paradigm is
essential. Given the nature of this use-case, gathering input-output data pairs for training ML algo-
rithms in a supervised fashion is not only costly and resource exhaustive, but also unfeasible due to
the need of perfectly registering the inputs (i.e. intraoperative images) with outputs (i.e. preoperative
acquisitions). Therefore, experiments presented within this thesis demonstrate how self supervised
learning paradigms could act as enablers for some clinical scenarios previously deemed as unrealis-
tic, going beyond their mostly explored abilities of pretraining neural networks to facilitate a superior
optimization on the downstream tasks.

5.1.2 Synthetic data generation for prostate cancer patient stratification

In response to the currently experienced challenges on gathering large scale, complete and qual-
itative longitudinal datasets, chapter 3 presents a systematic approach to create synthetic electronic
health records reflecting the pathway of prostate cancer patients from diagnosis to treatment follow-
up. By carefully designing disease modules in form of clinical care-maps combined with relevant dis-
ease incidence and statistics, this thesis demonstrated that reliable, consistent and realistic purely
synthetic patient records could be created and ultimately employed in addressing various clinical
needs.

From a qualitative perspective, we demonstrated that our synthetically generated cohorts exhibit
similar distributional properties as real, but less complete datasets presented in literature. Notewor-
thy, the aforementioned conclusion not only refers to individual laboratory measurements or test
results, but also to the longitudinal nature of the data: we herein demonstrated consistency across
various diagnostic tests and procedures - including laboratory, imaging and biopsy -, treatment op-
tions and subsequent side effects.

As aresult of this activity, the synthetic data generator can essentially produce an unlimited num-
ber of high-fidelity synthetic data samples that could be employed in a wide range of activities, in-
cluding modeling, data analysis, prototype development, system testing, etc. We herein exemplified
this by training a prostate cancer stratification model to infer patients TNM stage based on their en-
tire EHRs. The nearly perfect classification accuracy obtained on the testing sets (where all stochastic
processes were governed by different seeds as compared to the ones selected in the training data
generation) serve as an extra proof of data consistency, providing a data quality check. Moreover,
parts of these resulting predictors could act as foundational models that can be further fine-tuned
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on relatively smaller datasets to accomplish a wide variety of clinically relevant tasks that could lever-
age the abstract feature representations learned from our synthetic data.

5.1.3 Trustworthy Al

Chapter 4 presents a couple of techniques that could be attached to any DL framework to increase
the overall stability and transparency of the system. We have herein provided concrete examples of
how feature importance estimations can significantly ameliorate the black-box nature of DL models,
while uncertainty quantification can be employed in ensuring their safe operation in clinical routines.

Concretely, Shapely values were considered as a reliable proxy of how various features influenced
the model to delivering certain predictions, providing quantitative estimations of the relative impor-
tance that each ingredient had to the final outcome. This type of analysis can be either performed
at cohort level or at instance level, each having a distinct important role in providing trustworthy
Al: while the latter aims at improving the safety related aspects of using such systems in practice
by providing an explanation along with prediction, the earliest allows for an early stage model char-
acterization and evaluation by furnishing insights into patterns being learned from the data. This
thesis demonstrates the feasibility and utility of this analysis in (1) improving prediction of clinically
significant prostate cancer by employing additional clinical and demographics features, and (2) dif-
ferentiating non-small cell lung cancer lesions into sub-types based on sparse and heterogeneous
genomics profiles: in both scenarios, Shap analysis provided clear insights into how different fea-
tures steered the inference towards certain predictions, thus placing a spotlight on the reasoning
process. Therefore, this type of information accompanying the model output substantially increases
its trustworthiness, presumably paving the path of Al based solutions towards adoption in clinical
routines.

Moreover, an ensemble based uncertainty quantification approach have been explored to iden-
tify inconclusive samples that may also lead to unreliable NSCLC sub-type predictions. Since neural
networks tend to be overconfident in their inference, such techniques significantly contribute to de-
livering trustworthy Al, by providing models with a way to identify cases where its prediction might
be error-prone, and hence deliver an "I don't know" answer rather than attempting at supplying a
certain response. Section 4.3 provides a demonstration of how an ensemble-powered uncertainty
measure could reliably identify inconclusive samples that cannot be differentiated based on the set of
features considered as input. Overall, this added capability can be interpreted as a safe-guard, signif-
icantly improving the system stability and trustworthiness aspects while still maintaining clinicians
workload at manageable levels: for instance, low-uncertainty cases can be handled autonomously
while high-uncertainty predictions could trigger a flag requiring further assistance from caregivers.

5.2 Original contributions

To begin with, all contributions made in this thesis rely on an extensive documentation phase,
where a comprehensive list of challenges specific to employing deep learning based solutions in
Healthcare industry was compiled. In particular, (1) the substantial demands of training data are
often unfeasible due to privacy constrains, data incompleteness and/or lack of annotations, and (2)
reticence to the inherent non-comprehensiveness of deep neural networks often represents a road-
block in general adoption of such solutions in clinical routines. Furthermore, a set of workarounds
to these limitations were defined and explored through a series of clinically relevant use-cases,
bringing significant contributions in the field as further described.

Self supervised learning for thin image extrapolation and registration

The idea of engaging a DL-based extrapolation solution as a prior step to registering small-
to-large field of view images represents an original approach that ultimately boosted the per-
formance of interventional CT image guidance systems. The thin intra-operative image FOV ex-
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pansion provided more contextual information for the subsequent registration step, which became
more robust, yielding an improved stability demonstrated through a reduction of median errors with
a magnitude factor.

The self-supervised learning paradigm was utilized to create input-output pairs that guided opti-
mization of the extrapolation model through a generative adversarial training process. Two different
approaches were explored: Firstly, we investigated an asymmetric extrapolation approach, where
an extra registration step was originally proposed to derive the spatial information of extrapo-
lated images. Concurrently, a relatively simpler symmetric outpainting strategy was assessed,
outlining the pros and cons of each method in the context of general clinical feasibility.

Synthetic data generation for prostate cancer patient stratification

Inspired by Synthea framework, high quality prostate cancer disease modules were designed
to generate coherent longitudinal data that reflects various patient pathway phases, ranging from
diagnosis to staging, treatment, and ultimately to the follow-up. By leveraging invaluable guid-
ance from medical experts, comprehensive clinical care-maps were defined to integrate all rele-
vant steps a patient goes through to diagnose, treat and monitor prostate cancer. Furthermore, to
ensure realness and consistency across generated data, a comprehensive list of relevant publica-
tions was compiled to extract statistical properties of real prostate cancer cohorts and constrain
all stochastic states of the care-maps accordingly. Consequently, the quality and realness of purely
synthetic data produced in this work was assessed to ensure statistical equivalence to the real co-
horts. Moreover, while real data collected in various clinical trials follow a clear set of inclusion/exclu-
sion criteria, usually being targeted on some specific disease phase or aggressiveness, the synthetic
data generator herein presented does not lack diversity, being able to produce the entire spectrum
of cases (e.g. from low risk to very high risk, from localized to regional and/or metastatic patients,
from cases handled through an active surveillance regiment to the very advanced cases handled with
palliative care, etc.).

Nevertheless, this work assessed the feasibility of using resulted synthetically generated longi-
tudinal datasets in developing predictive models. A natural language processing approach was orig-
inally employed in stratifying prostate cancer patients through the TNM staging system based on
clinical code descriptions presented in the EHRs, with very promising preliminary results.

Trustworthy Al

To obtain a superior discrimination of clinically significant prostate cancer a rectification step
was proposed, where clinical and demographics information was originally associated with the
output of a state of the art computer aided diagnosis system to improve its prediction accuracy.
Theresults presented in this thesis clearly demonstrate the benefits of this approach not only through
performance evaluation on testing sets, but also by employing feature importance estimations to en-
hance the overall system transparency. Moreover, insights derived from this analysis are consistent
to widely published research, hence indicating the overall feasibility of embracing such solutions in
clinical practices.

While genomics information is recognized to be associated with certain diseases predisposition
and treatment response, the standard approach to developing prognostic or predictive models is to
preselect a small subset of genes established to be associated with the target phenotype. Con-
versely, this work originally envisioned a modeling framework that aims at finding interactions
between a substantially larger number of genes that could be leveraged to create a fingerprint
of patient’s phenotype (e.g. foundational model). In spite of NSCLC subtype classification herein
employed as a pretext task, such genomic profiling models can be further fine-tuned and specialized
for more clinically relevant scenarios, such as treatment response prediction or prognosis.

To account for the inherent heterogeneity of the mutational statuses, a knowledge transfer tech-
nique was originally explored, where abstract phenotype representations created based on not
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routinely collected gene expression data were leveraged to regularize the training of genomic
profiling models, demonstrating the overall feasibility through manifold visualizations. Moreover,
with ambiguities in gene mutational profiles not being an uncommon situation, this work presents
an ensemble based-approach to quantify prediction uncertainty, and thus identify inconclusive
samples that might require additional investigation. Results outlined in this thesis reveal a good
association of the proposed uncertainty metric with vastly relevant outcomes, such as progres-
sion free status. Concurrently, feature contribution analysis further exposed contradicting mu-
tational patterns that represent limiting factors of the classification performance, significantly
ameliorating the black-box nature of such DL models, and thus, enhancing the overall system
trustworthiness.

5.2.1 Summary of contributions

Table 5.1: Summary of contributions and dissemination.

No. Contribution Chapter/ Dissemination article
Order Section
An extensive literature search
was performed to define the
challenges faced nowadays in Puiu, A., Vizitiu, A., Nita, C, Itu, L.,
developing Al-based solutions for Sharma, P, & Comaniciu, D. (2021).
’ diverse clinical needs, stemming ’ Privacy-Preserving and Explainable Al
from data scarcity and reticence for Cardiovascular Imaging. Studies in
to non-transparent solutions. Informatics and Control, 30(2), 21-32.
Workarounds to these limita- https:/doi.org/10.24846/v30i2y202102
tions were subsequently explored
through various clinical scenarios.
In the context of image-guided
interventions, an original contri-
bution stems from the improved
alignment of intra-operative and
2 pre-operative images, which is | 2 Puiu, A., Reaungamornrat, S., Pheiffer,
powered by a DL-based extrapola- T, Itu, L. M., Suciy, C,, Ghesu, F. C, &
tion phase that enhances the FOV Mansi, T. (2022). Generative Adversarial
of thin CT acquisitions as a prior CT Volume Extrapolation for Robust
step to registration. Small-to-Large Field of View
Another  original  contribution Registration. Applied Sciences
stands in designing an extra reg- (Switzerland), 12(6).
3 istration step to derive spatial 53 https:/doi.org/10.33950/app12062944
information of enhanced images, | =
enabling the use of an asymmetric
extrapolation approach.

Continued on next page
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Table 5.1 - continued from previous page

Synthea disease modules were
originally designed to generate
consistent longitudinal electronic
health records for prostate cancer
patients, not only limited to a cer-
tain pathway phase, but spanning
from diagnosis to treatment and
even to the follow-up. By properly
constraining all stochastic states
in these modules, the syntheti-
cally generated data exhibit the
same statistical properties as
real cohorts widely presented in
literature.

3,3.3.1

The results are not yet published

The usability of the resulting syn-
thetic data in developing predic-
tive models was explored through
arelevantclinical use-case, namely
prostate cancer patient stratifica-
tion using the TNM staging system.
A natural language processing ap-
proach was originally proposed by
leveraging clinical code descrip-
tions randomized in the EHRs.

3.3.2

The results are not yet published

In terms of identifying clinically
significant prostate cancer, the
addition of supplementary clinical
and/or demographic features to a
state-of-the-art DL-CAD solution
has proven to play a significant
role in improving the overall clas-
sification performance. Moreover,
quantifying the relative impact
of each input feature to the final
prediction further enhanced the
reliability and transparency of the
proposed method.

4.2

The results are not yet published

Another original contribution in this
thesis stands in the development
of anon-small cell lung cancer sub-
type predictor based on a vast set
of genes, with the ultimate goal of
creating a deep genomic profiling
model (as a proxy to patient phe-
notype) that can be further repur-
posed to address various clinical
unmet problems, such as progno-
sis or treatment response predic-
tion.

4.3

Puiu, A, Gomez Tapia, C., Weiss, M.
E. R, Singh, V., Kamen, A., & Siebert,
M. (2024). Prediction uncertainty
estimates elucidate the limitation of
current NSCLC subtype classification in
representing mutational heterogene-
ity.  Scientific Reports, 14(1), 6779.
https:/doi.org/10.1038/s41598-024-
57057-3
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Table 5.1 - continued from previous page

Given the nature of genomics data
where the inherent heterogeneity
poses significant challenges for
machine learning approaches, a
knowledge transfer scheme was
employed in enhancing the latent
representation by utilizing the
less frequently explored, but more
informative gene expressions.
Moreover, the usage of feature
importance estimations along with
prediction uncertainty estimates
enhanced method trustworthiness
by allowing identification of incon-
clusive samples, which appeared
to be associated with prognosis.

Puiu, A, Gomez Tapia, C., Weiss, M.
E. R, Singh, V., Kamen, A., & Siebert,
M. (2024). Prediction uncertainty
estimates elucidate the limitation of
43 current NSCLC subtype classification in
representing mutational heterogene-
ity.  Scientific Reports, 14(1), 6779.
https:/doi.org/10.1038/s41598-024-
57057-3

5.3 Dissemination of research results

As aresult of the research conducted throughout this PhD program, 14 publications as author or
co-author in various scientific journals were attained.
Three journal articles were published as first author during the PhD program:

B Puiu, A, Gomez Tapia, C., Weiss, M. E. R., Singh, /., Kamen, A., & Siebert, M. (2024). Prediction
uncertainty estimates elucidate the limitation of current NSCLC subtype classification in rep-
resenting mutational heterogeneity. Scientific Reports, 14(1), 6779. https:/doi.org/10.1038/
s41598-024-57057-3. (impact factor: 4.6, Q2)

B Puiy, A, Reaungamornrat, S., Pheiffer, T., Itu, L. M., Suciu, C,, Ghesu, F. C., & Mansi, T. (2022).
Generative Adversarial CT Volume Extrapolation for Robust Small-to-Large Field of View Regis-
tration. Applied Sciences, 12(6), 2944. https:/doi.org/10.3390/app12062944. (impact factor:
2.7,Q3)

O Puiu, A, Vizitiy, A, Nita, C, Itu, L, Sharma, P,, & Comaniciu, D. (2021). Privacy-Preserving and
Explainable Al for Cardiovascular Imaging. Studies in Informatics and Control, 30(2), 21-32.
https:/doi.org/10.24846/v30i2y202102. (impact factor: 1.6, Q4)

Nine journal articles were published as co-author during the PhD program:

O Benedek, T, Ferent, |, Benedek, A., Cernica, D., Nita, C., Puiu, A, Itu, L., Rapaka, S., Puneet, S.,
& Benedek, I. S. (2020). P1434 Evolution of coronary wall shear stress following implanta-
tion of bioabsorbable vascular scaffolds—First results of a 1-year follow-up pilot study. Euro-
pean Heart Journal - Cardiovascular Imaging, 21(Supplement 1), https:/doi.org/10.1093/ehjci/
jez319.863. (impact factor: 6.20, Q1)

B Ciusdel, C, Turcea, A, Puiu, A, Ity, L., Calmac, L., Weiss, E., Margineanu, C., Badila, E., Berger, M.,
Redel, T., Passerini, T., Gulsun, M., & Sharma, P. (2020). Deep neural networks for ECG-free car-
diac phase and end-diastolic frame detection on coronary angiographies. Computerized Medi-
cal Imaging and Graphics, 84, 101749. https:/doi.org/10.1016/j.compmedimag.2020.101749.
(impact factor: 5.70, Q1)

O Vizitiu, A., Nita, C. ., Puiu, A, Suciu, C, & Itu, L. M. (2020). Applying Deep Neural Networks
over Homomorphic Encrypted Medical Data. Computational and Mathematical Methods in
Medicine, 2020, 1-26. https:/doi.org/10.1155/2020/3910250. (impact factor: 0.94, Q3)
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https://doi.org/10.1093/ehjci/jez319.863
https://doi.org/10.1016/j.compmedimag.2020.101749
https://doi.org/10.1155/2020/3910250

B Nita, C.-1,, Puiu, A., Bunescu, D., Mihai Itu, L., Mihalef, /., Chintalapani, G., Armstrong, A., Zampi,
J., Benson, L., Sharma, P., & Rapaka, S. (2022). Personalized Pre- and Post-Operative Hemody-
namic Assessment of Aortic Coarctation from 3D Rotational Angiography. Cardiovascular En-
gineering and Technology, 13(1), 14-40. https:/doi.org/10.1007/5s13239-021-00552-9. (im-
pact factor: 1.80, Q3)

B Ploscary, V., Popa-Fotea, N.-M., Calmag, L., Itu, L. M., Mihai, C,, Bataila, V., Dragoescu, B., Puiu,
A., Cojocaru, C., Costin, M. A., & Scafa-Udriste, A. (2022). Artificial intelligence and cloud based
platform for fully automated PClI guidance from coronary angiography-study protocol. PLOS
ONE, 17(9), e0274296. https:/doi.org/10.1371/journal.pone.0274296. (impact factor: 3.70,
Q2)

B Ogrezeanu, |, Vizitiu, A,, Ciusdel, C,, Puiu, A, Coman, S., Boldisor, C,, Itu, A, Demeter, R., Moldoveanu,
F., Suciu, C,, & Itu, L. (2022). Privacy Preserving and Explainable Al in Industrial Applications. In
Applied Sciences (Switzerland) (Vol. 12, Issue 13). MDPI. https:/doi.org/10.3390/app12136395.
(impact factor: 2.70, Q3)

O Hatfaludi, C. A, Tache, I. A, Ciusdel, C. F,, Puiu, A,, Stoian, D., Itu, L. M., Calmac, L., Popa-Fotea, N.
M., Bataila, V., & Scafa-Udriste, A. (2022). Towards a Deep-Learning Approach for Prediction of
Fractional Flow Reserve from Optical Coherence Tomography. Applied Sciences (Switzerland),
12(14). https:/doi.org/10.3390/app12146964. (impact factor: 2.70, Q3)

O Tache, I. A, Hatfaludi, C. A., Puiu, A,, Itu, L. M., Popa-Fotea, N. M., Calmac, L., & Scafa-Udriste, A.
(2023). Assessment of the functional severity of coronary lesions from optical coherence to-
mography based on ensembled learning. BioMedical Engineering Online, 22(1). https:/doi.org/
10.1186/512938-023-01192-x. (impact factor: 3.90, Q3)

O Scafa-Udriste, A, Itu, L., Puiu, A, Stoian, A, Moldovan, H., & Popa-Fotea, N.-M. (2023). In-stent
restenosis in acute coronary syndrome—a classic and a machine learning approach. Frontiers
in Cardiovascular Medicine, 10. https:/doi.org/10.3389/fcvm.2023.1270986. (impact factor:
3.60, Q2)

One book chapter was published as co-author:

B Meister, F,, Houle, H., Nita, C,, Puiuy, A, Itu, L. M., & Rapaka, S. (2020). Additional clinical applica-
tions. In Artificial Intelligence for Computational Modeling of the Heart (pp. 183-210). Elsevier.
https:/doi.org/10.1016/B978-0-12-817594-1.00017-6.

5.4 Discussion

While individual strengths and limitations were discussed for each use-case and approach pre-
sented within this thesis in the appropriate chapters, this section aims at emphasizing on the current
work at a holistic level.

This PhD thesis exemplifies how several barriers in employing Al based solutions in solving var-
ious clinical needs could be surmounted by considering a set of paradigms such as self-supervised
learning, synthetic data generation, feature importance estimation and model uncertainty quantifica-
tion. All these approaches have been explored through a set of clinical use-cases related to different
stages of cancer management, including diagnosis, characterization and treatment. However, the
current work has several limitations as further described.

To begin with, although the introduction section provides a more comprehensive list of state of
the art solutions to the identified challenges, some of them being concurrent to some extent in ad-
dressing certain topics, we would like to note that the scope of this PhD thesis was not to run a
comparative study between those, but rather to empirically select the most suitable option for solv-
ing a specific problem. Therefore, one limitation of the current work stands in the lack of comparison
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between multiple state of the art solutions applicable to some particular obstacle. While this repre-
sents a future direction of this work, usually in practice the specifics of problems addressed would
give insights towards adoption of one methodology over the others. For example, choosing between
semi-supervised and self-supervised learning paradigms would mainly depend upon the availability
and quality of weakly labeled data, or the overall purpose of the model (i.e. contrasting a general and
a problem specific desired behavior).

Secondly, although very promising, most of the results generated in this PhD program need fur-
ther validation on large-scale representative testing datasets or real clinical scenarios. However, due
to the unavailability of such datasets this step currently represents a future direction of this work.

Ultimately, with the extensive research being nowadays directed towards obtaining better and
better artificial intelligence algorithms, a series of groundbreaking recent technologies were not ex-
plored during the PhD program. For example, the outstanding improvements recently obtained in
the field of large language modeling could be leveraged in improving the realness of our prostate
cancer synthetic data, or in overcoming modeling challenges owing to the inherent genomics het-
erogeneity, while their computer-vision derivatives could further improve the CT image extrapolation
performance. Therefore, since all these novel algorithms hold many promises in further improving
the overall performance, their adoption in the proposed methodologies remains to be explored in the
future.

Overall, we strongly believe that the results obtained throughout this PhD program could have a
great positive impact on the Healthcare transformation, bringing significant evidence that the ma-
jor challenges and fears around the adoption of Al solutions in clinical routines could be efficiently
addressed towards improving patients care, and ultimately their outcomes.
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Abstract

In the context of Artificial Intelligence (Al) that is nowadays driving the healthcare transforma-
tion, this PhD thesis delves into the specific challenges practitioners face in designing cutting edge
technology to improve current clinical practices. Focusing on various medical scenarios related to
one of the most devastating diseases of our time, cancer, this work explores several strategies to
overcoming these challenges with the ultimate goal of bridging current gaps, and thus, paving the
road of Deep Learning (DL) based solutions towards large scale adoption. Therefore, the aim of this
PhD thesis is to unblock the full potential of Al in streamlining clinical routines, and ultimately, in
improving patient care.

Organized into comprehensive sections, this PhD thesis features the tremendous potential Al has
in supporting healthcare transformation, highlights typical challenges that nowadays obstructs its
journey in addressing various clinical needs and ultimately identifies several strategies to overcoming
these obstacles.

With data scarcity being a common problem in developing data-driven solutions for healthcare,
statistically equivalent synthetic counterparts were created and further leveraged to enable inno-
vative approaches for solving various clinical needs. Conversely, when the inherent complexity of
medical domain prevents the accumulation of large scale annotated datasets to drive Machine Learn-
ing (ML) algorithms, training paradigms such as self-supervised learning exhibit a great potential in
enabling data-driven developments, and hence, in crafting the next generation of healthcare. Nev-
ertheless, integration of Al in clinical routines must be rigorously accomplished with emphasis on
trustworthiness aspects. Exhibiting a direct impact on patients well being, achieving a safe function-
ality in practice is a crucial requirement of any medical software. Therefore, this work considered
recent advancements in trustworthy Al to enhance transparency and reliability of DL models.

To demonstrate the overall feasibility of these approaches, a series of practical scenarios around
innovative cancer care were pursued. In particular, this thesis demonstrates Al's impact on various
disease management stages, including diagnosis of clinically significant prostate lesions, stratifica-
tion of non-small cell lung and prostate cancer for therapy planning, and image extrapolation for
guiding treatment delivery.

Finally, all results and insights derived from the activities performed during this PhD program
are highlighted to offer a complete landscape of the thesis. Overall, our findings provide compelling
evidence that the primary concerns and uncertainties regarding the integration of Al solutions into
clinical practices can be effectively managed, leading to enhanced patient care and ultimately im-
proved outcomes.
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